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Abstract—Many applications such as pattern recognition require selecting a subset of the input features in order to represent the whole set of features. The aim of feature selection is to remove irrelevant or redundant features while keeping the most informative ones. In this paper, an ant colony system approach for solving feature selection for classification is presented. The proposed algorithm was tested using artificial and real-world datasets. The results are promising in terms of the accuracy of the classifier and the number of selected features in all the used datasets. The results of the proposed algorithm have been compared with other results available in the literature and found to be favorable.
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I. INTRODUCTION

Pattern classification is the assignment of an input pattern to one of several predefined categories/classes [1]. Pattern recognition can be viewed as a two-fold task: a) learning (sometimes called the training phase) the invariant and common properties of a set of samples (training set) that characterise a class, and b) deciding (through the classifier) that a new sample is a possible member of the class by noting that it has properties common to those of the set of samples [2].

The basic component of any pattern recognition system is the classifier whose task is to partition the feature space into class-labelled decision regions, one region for each category [1], [3]. The performance of classifiers is sensitive to the choice of the features that are used for constructing those classifiers. The choice of the features that are presented to the classifiers affects the following important properties:

- The accuracy of the classifiers,
- the time needed for learning the classifiers, and
- the number of examples needed for learning the classifiers [1].

Increasing the amount of training data may affect the time needed for the learning and may lead to finding a less optimal solution. This is because many features in the training data may be irrelevant to the classification task. For instance, data that records the day of the week on which a bank loan application was completed is unlikely to be relevant to the success of the application. Moreover, other features may be redundant. Such features may slow down and mislead the learning step and do not contribute to the classification process. Hence, feature selection (FS) from the original set of features is highly desirable in many situations in order to remove any irrelevant or redundant features [4].

Feature selection is the problem of selecting a subset of features without reducing the accuracy of representing the original set of features. Feature selection is used in many applications to remove irrelevant and redundant features where there are high dimensional datasets. These datasets may contain a high degree of irrelevant and redundant features that may decrease the performance of the classifiers.

The main approaches that are used for solving feature selection problems can be classified into filter or wrapper approaches, depending on whether or not feature selection is done independently of the classifier. Some researchers use hybrid methods to take advantage of these two approaches and to handle large datasets [5].

Feature selection can be seen as an optimisation problem that involves searching the space of possible feature subsets to identify the optimal one. Many optimisation techniques such as genetic algorithms (GAs) [1], tabu search (TS), simulated annealing (SA) and ant colony optimisation algorithms (ACO) have been used for solving feature selection.

This paper introduces an implementation for ACO (using Ant Colony System (ACS)) to solve feature selection problems as explained in Section IV.

The rest of this paper is organised as follows. Section II introduces the basics of ACS. Section III addresses the fundamentals of ACS on which the proposed algorithm was developed. The fourth section briefly describes some of ACO algorithms used to solve feature selection problem. The fifth section explains the proposed algorithm. Section VI details the experiments carried out and presents the results. The discussion of the results is given in Section VII. Section VIII concludes this paper and highlights future work in this area.

II. ANT COLONY OPTIMISATION

Real ants are able to find the shortest path between their nest and food sources because of the chemical substance (pheromone) that they deposit on their way. The pheromone evaporates over time so the shortest paths will contain more pheromone and will subsequently attract a greater number of ants.
ACO algorithms simulate the foraging behavior of some ant species [6]. ACO algorithms use two factors for guiding the search process. These are: 1) the pheromone values (numerical values as a simulation for the pheromone that real ants deposit on their way to and from their nest), and 2) heuristic information for the selection of solution component values. There are two types of heuristic information used by ACO algorithms: static heuristic information (that is computed at initialisation time and then remains unchanged throughout the whole algorithm’s run, such as the distances between cities in the travelling salesman problem (TSP)) and dynamic heuristic information (that depends on the partial solution constructed so far and therefore is computed at each step of an ant’s walk) [7].

One of the recent trends in ACO is to solve industrial problems proving that it is useful for real-world applications [8]-[9]. Recently, researchers have adopted ACO to solve feature selection problems ([10]-[14]). We will highlight the main differences between these algorithms and the proposed algorithm in the following sections.

In traditional ACO algorithms, the pheromone values are associated with the nodes or the edges of the construction graph representing the problem (depending on the chosen problem representation), which may also contain heuristic information representing prior information about the given problem [7]-[8].

In the proposed algorithm, a construction graph is not used. Pheromone is associated with each feature. Although there is no heuristic information known in advance for this type of optimisation problems, it is used in the proposed algorithm in computing the move probability that is used by each ant to select a particular feature in each construction step. The proportion of ants that choose a particular feature is used as the heuristic information. This is explained in detail in Section IV.

III. ANT COLONY SYSTEM

In this section, a variant of ACO is explained, namely ant colony system (ACS) for solving the travelling salesman problem. This is because many aspects of the application have commonality with feature selection problem.

Ant colony system is considered one of the most successful ACO algorithms [15]. Since its appearance, it has been used to solve a variety of optimisation problems. ACS is a constructive algorithm where for each iteration, each ant chooses the next city to be visited (j) using the pseudorandom proportional rule that is computed according to the following equation:

\[
\text{arg max}_{C_{n} \in \mathcal{N}(x)} \left\{ \tau_j \cdot \eta_j \right\}^{\beta}
\]

(1)

This equation is used by each ant at each construction step to choose the next city depending on a random variable \( q \) uniformly distributed in [0, 1] and a parameter \( q_0 (0 \leq q_0 \leq 1) \). The equation is used if \( q < q_0 \).

After each construction step, the local pheromone update is performed by all ants to the last edge traversed according to the following equation:

\[
\tau_{ij} = (1 - \varphi) \cdot \tau_{ij} + \varphi \cdot \tau_0
\]

(2)

where \( \varphi \in (0,1] \) and \( \tau_0 \) is the initial pheromone.

The local pheromone update leads to decreasing the pheromone values on the edges and hence encourages subsequent ants to choose other edges and to therefore produce different solutions. This is essential to prevent pre-mature convergence.

At the end of each iteration, the pheromone values are updated by the best ant only according to the following equation:

\[
\tau_{ij} = \begin{cases} 
(1 - \rho) \cdot \tau_{ij} + \rho \cdot \Delta \tau_{ij} & \text{if } (i,j) \in \text{best tour} \\
\tau_{ij} & \text{otherwise}
\end{cases}
\]

(3)

where \( \Delta \tau_{ij} = 1/L_{\text{best}} \) and \( L_{\text{best}} \) is the length of the tour constructed by the best ant.

IV. RELATED WORK

In this section, we explain briefly some of the ACO algorithms that have been used to solve feature selection problem.

An ACO approach called ‘antselect’ for variable selection in quantitative structure activity relationship (QSAR) has been developed by Izrailev and Agrafiotis [10]. In antselect, a weight is associated with each feature and the selection of each variable depends on it, i.e., the variable with a larger weight has a higher probability of being selected than the ones with smaller weights.

In Gunetru et al. [11], antselect was used with two extra features:

- Only variables with an inter-correlation coefficients less than 0.75 are selected, and
- The number of variables to be selected is fixed at the beginning of the selection process.

Shen et al. [12] express the feature selection problem in binary notation. The move probability for any feature is zero or one. A one means that this feature will be selected and zero means it will not. Shi et al. [13] used this algorithm with a different dataset. The work of Shamsipur et al. [14] is similar to Shen et al. [12] but the move probability depends on the weights associated with the variables and the number of the selected variables by an ant is randomly chosen.

V. THE PROPOSED ALGORITHM

The proposed algorithm is a wrapper-based system that deals with the problem of feature selection as a binary problem where a set of binary bits (of a length equivalent to the number of the features in the given dataset) is associated with each ant to represent its feature selection. If the \( n^{th} \) bit is a 1 this means that the feature number \( n \) in the given dataset is selected, otherwise this feature is not selected. Thus, the concept of path in the traditional ACO algorithms is not meaningful here. At
the start of the algorithm, the bits are randomly initialised to zeros and ones.

The pheromone values are associated with the features. At each construction step, each ant selects a feature out of all the features with the probability computed according to the following equation:

\[ P_i = \tau_i \cdot \Delta \tau \]  \hspace{1cm} (4)

where \( \tau_i \) is the pheromone value associated with feature \( i \) and \( \Delta \tau \) is the proportion of ants that have selected this feature. It acts as heuristic information that represents the desirability of feature \( i \). In ACO algorithms, the design of the move probability is critical. Here both the pheromone values and heuristic information are used to compute it.

After each construction step, the local pheromone update is performed by all ants according to the following equation:

\[ \tau_i = (1 - \varphi) \cdot \tau_i + \varphi \cdot \tau_0 \]  \hspace{1cm} (5)

At the end of each iteration, the global pheromone update is performed according to the following equation:

\[ \tau_i = (1 - \rho) \cdot \tau_i + (\rho \cdot 1/L_{\text{best}}) \beta \]  \hspace{1cm} (6)

where \( L_{\text{best}} \) is the number of features selected by the best ant and \( \rho \) is the evaporation rate. This equation is used by the best ant at the end of each iteration and is applied to all features that it has chosen.

The updating of the pheromone values is important in order to reinforce those features that lead to high quality feature subsets. Features that belong to good solutions will contain larger pheromone values. Consequently, these features tend to be selected more often.

The main steps of the proposed algorithm are as follows:

- Initialisation: in this phase, the parameters of the proposed algorithm are set.
- Construct a solution by each ant: at each construction step, each ant selects the next feature using the move probability that is calculated based on the pheromone values and the heuristic information according to Equation 4. Each feature can be selected at most once. An ant’s solution represents its own feature subset. The length of each ant’s feature subset does not need to be equal to other ants’ solutions.
- Build the support vector machine (SVM) model: each ant passes its feature subset to the classifier and receives its accuracy.
- Update the best solution and the best ant based on the accuracy of the classifier.
- Update the pheromone values using Equation 6 by the best ant to its subset.
- If a predefined maximum number of iterations is reached, the algorithm halts and outputs the best solution encountered.

### VI. Computational Experience

In order to test the proposed algorithm, a SVM learning algorithm is used. Although not all machine learning algorithms require the phase of feature selection, feature selection is important in building a SVM-based classification [16].

We used the accuracy of the classifier as a fitness function where each ant evaluates its solution based on its ratio of correct classifications. Classifier accuracy indicates how accurately a given classifier will label future data on which the classifier has not been trained. One of the ways used to estimate classifier accuracy is \( k \)-fold cross validation in which the initial data are randomly partitioned into \( k \) mutually exclusive folds \( s_1, s_2, \ldots, s_k \) each of which is of approximately equal size. Training and testing is performed \( k \) times. The classifier of the first iteration is trained on folds \( s_2, s_3, \ldots, s_k \) and the first fold is kept for testing. In iteration \( i \), the fold \( s_i \) is the test fold and the remaining folds are collectively used to train the classifier [4]. In this case, the classifier accuracy is computed according to the following equation:

\[
\text{classifier accuracy} = \frac{\text{Overall number of correct classifications from } k \text{ iterations}}{\text{The total number of samples in the initial data}}
\]  \hspace{1cm} (7)

#### A. Datasets

In order to test the proposed algorithm, ten experiments using ten artificial and real world datasets were carried out. The datasets comprise two categories: datasets from statistical datasets [17] and datasets from the UCI (University of California, Irvine) machine learning repository. The latter is a collection of databases, domain theories, and data generators that are used all over the world as a primary source of machine learning datasets for the empirical analysis of machine learning algorithms [18]. The details of the datasets are shown in Table 1.
TABLE I. THE DETAILS OF THE USED DATASETS.

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>No. of features</th>
<th>No. of classes</th>
<th>Class label type</th>
<th>No. of instances</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Statistical datasets</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Backache</td>
<td>32</td>
<td>2</td>
<td>Numeric</td>
<td>180</td>
</tr>
<tr>
<td>Prnn_virus3</td>
<td>17</td>
<td>4</td>
<td>Numeric</td>
<td>38</td>
</tr>
<tr>
<td>Prnn_viruses</td>
<td>17</td>
<td>6</td>
<td>Numeric</td>
<td>61</td>
</tr>
<tr>
<td>Analcatdata_authorship</td>
<td>70</td>
<td>4</td>
<td>Numeric</td>
<td>841</td>
</tr>
<tr>
<td>Analcatdata_marketing</td>
<td>32</td>
<td>5</td>
<td>Nominal</td>
<td>364</td>
</tr>
<tr>
<td><strong>UCI datasets</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kdd_synthetic_control</td>
<td>61</td>
<td>6</td>
<td>Nominal</td>
<td>600</td>
</tr>
<tr>
<td>Sonar</td>
<td>60</td>
<td>2</td>
<td>Numeric</td>
<td>208</td>
</tr>
<tr>
<td>Vehicle</td>
<td>18</td>
<td>4</td>
<td>Numeric</td>
<td>846</td>
</tr>
<tr>
<td>Dermatology</td>
<td>34</td>
<td>6</td>
<td>Nominal</td>
<td>366</td>
</tr>
<tr>
<td>Wine</td>
<td>13</td>
<td>3</td>
<td>Nominal</td>
<td>178</td>
</tr>
</tbody>
</table>

B. Method

In our experiments, the following two systems were developed:

- SVM: that uses the entire set of features (without the phase of feature selection) [19], and
- SVM-FS: that uses a subset of features selected by the proposed algorithm (with the phase of feature selection).

In this paper, we focus on testing the effect of feature selection on the performance of the classifier. The performance of SVM itself was not optimised, although further investigation is required since it affects the performance of the whole system. We used the default values to its parameters in both cases, with and without the use of feature selection. The C-classification SVM of package e1071 of the R language with the default values to its parameters was used.

In these two systems, 5-fold cross validation was used. The number of ants was set to the number of the features in the given dataset. The initial pheromone was set to 1. The number of iterations is 10 iterations, $\rho$ was set to 0.4 for all experiments except for datasets that contain more than 30 features for which it was 0.3, $\beta$ was set to 0.2, $\varphi$ was set to 0.2 and $\alpha$ to 1. After many experiments, these values of the parameters were used since they give the best performance of the proposed algorithm.

C. Results

Table II shows the results of these two systems using the above-mentioned datasets. The results for the algorithm represent the average of ten independent runs. These systems are implemented using the R language [20]-[21] and the WEKA machine learning tool [22]-[23]. All the experiments were run on a PC with a 2 GHz CPU and 2 GB RAM.

TABLE II. THE ACCURACY OF SVM WITH AND WITHOUT THE USE OF FEATURE SELECTION.

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>No. of original features</th>
<th>Avg. no. of selected features using ACS_SVM</th>
<th>SVM (without FS)</th>
<th>SVM-FS (with FS)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Statistical datasets</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Backache</td>
<td>32</td>
<td>18.8</td>
<td>0.9</td>
<td>0.9222</td>
</tr>
<tr>
<td>Prnn_virus3</td>
<td>17</td>
<td>9.6</td>
<td>0.9474</td>
<td>0.9842</td>
</tr>
<tr>
<td>Prnn_viruses</td>
<td>17</td>
<td>10.2</td>
<td>0.0164</td>
<td>0.9082</td>
</tr>
<tr>
<td>Analcatdata_authorship</td>
<td>70</td>
<td>36.8</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Analcatdata_marketing</td>
<td>32</td>
<td>24.6</td>
<td>0.6401</td>
<td>0.6692</td>
</tr>
<tr>
<td><strong>UCI datasets</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kdd_synthetic_control</td>
<td>61</td>
<td>30.2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Sonar</td>
<td>60</td>
<td>43.4</td>
<td>0.9808</td>
<td>1</td>
</tr>
<tr>
<td>Vehicle</td>
<td>18</td>
<td>15.6</td>
<td>0.8463</td>
<td>0.8584</td>
</tr>
<tr>
<td>Dermatology</td>
<td>34</td>
<td>23.2</td>
<td>0.9888</td>
<td>0.9955</td>
</tr>
<tr>
<td>Wine</td>
<td>13</td>
<td>8.6</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The previous results show that SVM-FS with the proposed algorithm for performing feature selection outperforms SVM that uses all the features in all the datasets (the accuracy of SVM (the last column) is larger than that of SVM with all features (the fourth column)). The number of features selected by the proposed algorithm (the third column) is significantly smaller than the total number of the features in the original datasets (the second column) in all of the datasets. It should be noted that the proposed algorithm can give better results if we set the parameters individually for each dataset.

Table III compares some of the results of the proposed algorithm with the results of other feature selection algorithms from the literature as follows:

1. Genetic algorithm (GA) for feature selection with the use of DistAI classifier (GADistAI). These results are taken from Yang and Honavar [1]. GAs are one of the most common approaches for feature selection.
2. Particle swarm optimisation (PSO). These results are taken from Tu et al. [24].
3. Chaotic binary particle swarm optimisation (CBPSO). These results are taken from Chuang et al. [25].
This comparison shows that the proposed algorithm outperforms the other approaches in solving feature selection problems in terms of the accuracy of the classifier. The accuracy of SVM compared with the proposed algorithm (the last column) is higher than that of the other approaches (the third, fifth, and the seventh columns) in all of the datasets used in this comparison.

VII. DISCUSSION

The proposed algorithm deals with the feature selection problem as a binary problem and integrates this into an ACS framework. The proposed algorithm is general as it can be used with any dataset as shown in the previous sections (since these datasets are from different domains). This is motivated by the need for feature selection in different application areas. One example, the dermatology dataset, is illustrated here. It is known that the differential diagnosis of erythematous-squamous diseases is a real problem in dermatology. They all share the clinical features of erythema and scaling, with very few differences. The diseases in this group are psoriasis, seborheic dermatitis, lichen planus, pityriasis rosea, cronic dermatitis, and pityriasis rubra pilaris. Usually a biopsy is necessary for the diagnosis but unfortunately these diseases share many histopathological features as well. Another difficulty for the differential diagnosis is that a disease may show the features of another disease at the beginning stage and may have the characteristic features at the later stages. Patients were first evaluated clinically with 12 features. Afterwards, skin samples were taken for the evaluation of 22 histopathological features.

The merit of the proposed algorithm is that it is a combination between the traditional ACO and the ACO algorithms that deals with feature selection as a binary problem.

The main characteristics of the proposed algorithm are as follows:

- The move probability is not zero or one as in Shen et al. [12] or uses only the weight (pheromone) associated with each feature as in Izrailev and Agrafiotis [10]. Yet, it uses a similar equation to ACS where two factors are used to compute it. These two factors are the old pheromone value associated with the feature and the heuristic information. This heuristic information indicates how often a particular feature has been chosen by different ants. Therefore the value of the move probability depends on the result of the equation.

- It uses the local pheromone update as in ACS. Using the local pheromone update leads to decreasing the pheromone values on the features that encourages subsequent ants to choose other features and subsequently produce diverse solutions.

- A different global pheromone update equation rather than the usual one is used for feature selection. This equation is used by the best ant as in ACS. The global pheromone update in this algorithm uses the old pheromone value associated with the feature multiplied by the inverse of the length of the best ant’s solution.

- The length of the solution of each ant is not fixed as in Gunturi et al. [11] and in Shamsipur et al. [14] allowing each ant to construct its solution without any prior restriction. The only criterion used in evaluating the constructed solution by each ant is the accuracy of the classifier.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, the feature selection problem for classification was solved using an ant colony system approach on an SVM classifier with ten artificial and real world datasets. The proposed algorithm deals with the feature selection problem as a binary one. We used heuristic information in order to guide the search process besides the pheromone values as in most of the conventional ACO algorithms. The results are promising in terms of the solution quality and the number of selected features in all the datasets.

Although the obtained results are encouraging, further investigation into the adjustment of the values of the large number of parameters that the proposed algorithm has, is required. These are its parameters besides the parameters of SVM. All of these parameters need to be adjusted so that the performance of the proposed algorithm is enhanced.

In order to sensibly attempt this parameter exploration, as well as to be able to solve large real-world feature selection problems in reasonable amounts of computational time, the use of parallel and high performance computation will be necessary. It should be noted that by using ensemble feature selection the performance of the proposed algorithm could be enhanced, especially when dealing with large datasets. Recently, the ensemble feature selection technique has been used to select different feature subsets for each base learner to construct an ensemble classifier. This is exemplified by Li et al. [27] who they used dynamic Adaboost learning with feature

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>PSO_SVM</th>
<th>CBPSO</th>
<th>KNN</th>
<th>GADistAI</th>
<th>ACS_SVM (proposed)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg. no. of selected features</td>
<td>accuracy</td>
<td>Avg. no. of selected features</td>
<td>accuracy</td>
<td>Avg. no. of selected features</td>
</tr>
<tr>
<td>Sonar</td>
<td>34</td>
<td>96.15</td>
<td>27</td>
<td>93.27</td>
<td>32.2</td>
</tr>
<tr>
<td>Vehicle</td>
<td>10</td>
<td>74.35</td>
<td>9.4</td>
<td>0.501</td>
<td>15.6</td>
</tr>
<tr>
<td>Wine</td>
<td>8</td>
<td>1</td>
<td>8</td>
<td>99.44</td>
<td>8.2</td>
</tr>
</tbody>
</table>
selection based on a parallel genetic algorithm. Another research direction is to use high performance computing techniques such as parallel multiclass support vector machines [28]. This is because using support vector machines for large datasets is very computationally intensive and using high performance computing techniques can improve its performance. For example, the experiments of Zhang et al. [28] showed that using parallel multiclass support vector machines enhanced the accuracy of the classification.
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