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Abstract

Due to the traversal-multicast data transmission man-
ner of the sensor network, the energy consumption of the
network is unbalanced and the nodes close to the sink will
consume more energy and die faster. This leads to the en-
ergy hole problem. In order to solve this problem, many
non-uniform node deployment schemes have been proposed
for event detection sensor networks. All these works did
not consider the impacts of the spatial and temporal dis-
tribution on the node deployment strategy. However these
factors are truly important, if the energy consumptions of
nodes, in active mode, without transmitting or receiving
data, are taken into concern. In this paper, the effects of
spatial and temporal distribution on the node deployment
are considered. Firstly the data transmission amount of the
network is calculated, taking the spatial distribution of the
events and coverage effects into concern. Exploiting this re-
sult the energy balance equation is proposed based on the
temporal density of the events, for estimating the network
lifetime. Accordingly the non-uniform distribution strategy
is proposed, based on the estimation of the network lifetime,
to fulfil the requirements of the applications. Numerical and
experimental results are further provided to show the feasi-
bility of the presented model.

1 Introduction

Recent advances in processor, memory and radio tech-
nology have enabled the deployment of large scale sensor
networks where thousands of small sensing nodes capa-
ble of sensing, communicating and computing are used for
monitoring the physical world. A typical static senor net-
work consists of a large number of static sensing nodes and
one or more static data collection nodes called sinks. Under
this network structure the sensor nodes transmit sensed data

to sinks in a traversal-multicast manner through multi-hop
paths. Consequently nodes near the sink node need to con-
sume more energy to transmit their own data as well as the
data belonging to the nodes further from the sink. This ef-
fect of unbalanced energy consumption leads to the energy
hole problem for the sensor network[1].

There are mainly three types of systems for static sensor
networks, which are query driven type, periodic type and
event driven type, according to the type of data flow. For the
systems with query driven workflow[2], the occurrence of
sensing and data transmitting is dominated by the user’s ac-
quirements, which cannot be controlled spatial-temporally.
This implies that the balance of energy consumption can-
not be obtained through network design. The applications
with periodic workflow[3][4] normally require all the nodes
to sense and transmit data at the same time periodically to
the sink. In this occasion the energy hole caused by un-
balanced energy consumption is unavoidable[5], even when
more nodes are deployed in the area close to the sink. Event
detection systems with event driven workflow of sensor
network[6][7] are designed to detect and report the occur-
rences of certain events such as vehicle, enemy intrusion,
animal and fire, etc. As it is enough for a relatively small
number of nodes to cover a certain event in this kind of
system, the redundancy of nodes in large scale high den-
sity networks can be exploited to conserve energy through
coverage scheduling schemes[8][9][10][11][12][13]. Since
statistically only a part of nodes need to transmit data to the
sink, the non-uniform deployment of nodes can be lever-
aged to balance the energy consumption by deploying more
nodes close to the sink[14].

To tackle the energy hole problem, many works have
been proposed[15][1][5][14][16][17][18]. All of the works
are based on the assumption that the sensor nodes consume
energy only when transmitting. However in order to ful-
fil the coverage and connection requirements, there should
always be certain number of nodes in active mode. Thus
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the energy consumption for nodes in active mode without
transmission should be considered. This implies that the
temporal distribution of the events will impact the balance
of energy consumption of the network, which will further
affect the node deployment strategy. In addition the existing
works did not consider the impacts of spatial distribution of
events on the amount of data generated by each node. But
the data amount to be transmitted by the nodes also has im-
pacts on whether the energy consumption for transmission
can dominate the network’s power usage. Thus this factor
also influences the deployment method of the network. In
consequence, to design the proper node deployment strat-
egy for achieving balanced energy consumption, which can
prolong the lifetime of the network, the spatial and temporal
distribution of the events should be considered.

In this paper, the level of unbalanced energy consump-
tion in the network is investigated in terms of the spatial
and temporal distributions of the events. The non-uniform
deployment strategy is proposed based on the estimated net-
work life time. The main contributions of this paper are as
follows. 1) The data transmission amount of the network is
analysed in consideration of the spatial distribution of the
events. 2) The lifetime estimation model is provided, tak-
ing both energy consumptions for active mode and transmit-
ting/receiving modes into concern, based on the results of
the network data transmission amount. 3) The non-uniform
node deployment strategy is presented, leveraging the de-
rived network estimation model.

The paper is organized as follows. In section 2 the net-
work model will be presented. Based on the network model
the mathematical model for data transmission amount will
be proposed in section 3. Exploiting the result of the data
transmission amount, the lifetime estimation method will
be further provided in the next section. The non-uniform
node deployment strategy will also be addressed in this sec-
tion, leveraging the lifetime estimation. The evaluation of
the proposed non-uniform deployment strategy will be pre-
sented in section 5. In section 6 the related works of this
paper are discussed. The last section will conclude this pa-
per.

2 Network Model

The desired sensing field is assumed to be a circle region
with radius 𝑟𝐷, i.e. the area of the network is 𝜋𝑟2𝐷. The sink
node is located at the centre of the network. Sensing nodes
of the network are assumed to be homogenous with sens-
ing range 𝑟𝑠 and communication range 𝑟𝑡. That is to say
each sensor can sense each event occurs within its sensing
field, which is a circular region with the area of 𝜋𝑟2𝑠 . A node
can communicate with all the nodes in the circular region of
𝜋𝑟2𝑡 . Within the distance of 𝑟𝑡 from the sink node, nodes can
communicate directly with the sink node. Out of this region

nodes transmit data to the sink node through multi-hop path.
All sensing nodes originate and forward a unit of informa-
tion of 𝑚 bits, about any event they sense to the sink. Since
this paper mainly focuses on the large scale sensor network,
the radius of the network is assumed to be far larger than the
transmission range (𝑟𝐷 ≫ 𝑟𝑡). The sink node is assumed
to be a super node without energy constraints. In addition
the transmission speed of a node is assumed to be a constant
value 𝛾 𝑏𝑖𝑡𝑠/𝑠.

Nodes in the network are assumed to be scheduled by
a proper scheduling scheme, so that the density of active
nodes can be maintained to be a constant value 𝜆𝑛 for a
proper coverage degree (full coverage at least)[13], which
can fulfil the application’s coverage requirement. In this
way, all nodes can work alternatively to conserve energy,
which leads to the prolongation of the network lifetime.

The occurrences of events are regarded as two indepen-
dent Poisson processes on spatial dimension and temporal
dimension. Densities of these two processes are 𝜆𝑠 and 𝜆𝑡
respectively.

The network is divided into several circular regions with
the same centre of the sink node. Except for the first region,
the widths of all the other regions are the same with the
value of 𝑟′𝑡 (𝑟′𝑡 ≤ 𝑟𝑡), which can ensure the communication
between two nodes in adjacent regions. The first region is
composed of the nodes that can communicate with the sink
directly. Hence it has the width of 𝑟𝑡. The network divi-
sion model used in this paper is shown in Figure1. Since
nodes in the inner-most region can communicate directly
with the sink node, the width for this region is the transmis-
sion range 𝑟𝑡. The nodes in other regions need to transmit
their information to the sink node through relay nodes in the
next inner-circular region.

Figure 1. The division of the network

Each node has the same initial energy of 𝑒𝑖𝑛𝑖. The energy



consumption model for radio transmission is assumed to be
the first-order radio model as follows[15]

𝑒𝑡𝑥 = 𝑒𝑒𝑙𝑒𝑐 + 𝑒𝑎𝑚𝑝𝑑
𝛽 (1)

This model shows the energy consumption for transmitting
one bit. The parameter 𝑒𝑒𝑙𝑒𝑐 is the energy consumed for
activating the circuit of radio transceiver and the 𝑒𝑎𝑚𝑝 is for
the transceiver amplifier to communicate. 𝑑 is the distance
for transmission. The energy for receiving one bit is just the
energy consumed by the transceiver circuit. Thus we have

𝑒𝑟𝑒𝑐𝑣 = 𝑒𝑒𝑙𝑒𝑐 (2)

Energy consumed per unit time for a node in the active state
is assumed to be a constant value 𝑒𝑎𝑐𝑡. The cost for a node
in sleeping mode is neglected.

3 Data Transmission Amount

Nodes of the network need to transmit data through
multiple-hop paths. In this scenario, nodes in the inner-
region of the network need to relay packets, coming from
all the nodes from the outer-regions. Thus in order to ob-
tain the relationship between lifetime and node deployment
density, the data amount transmitted by each region needs
to be calculated at first. In this section the data transmission
amount will be derived considering the coverage effects, the
density of the active nodes and the density of events on spa-
tial dimension.

3.1 In-Region Data Origination Amount

Denote 𝑟′𝑑 as the radius of the inner-boundary for cer-
tain region. The occurrences of events influencing only the
nodes inside the region are in the area started from the cir-
cle having the radius 𝑟′𝑑 + 𝑟𝑠 with the width 𝑟′𝑡 − 𝑟𝑠. The
total number of packets that generated by the occurrences
of events in this inner region, 𝑀𝑖𝑛, can be calculated as

𝑀𝑖𝑛 =

∫ 𝑟′𝑡−2𝑟𝑠

0

𝑁𝑖𝑛𝜆𝑠2𝜋(𝑟
′
𝑑 + 𝑟𝑠 + 𝑟′𝑠)𝑑𝑟

′
𝑠 (3)

where 𝑁𝑖𝑛 is the number of nodes influenced, by the whole
coverage area of the occurrence of a single event 𝑟′𝑠 away
from the circle with the radius 𝑟′𝑑 + 𝑟𝑠. It can be derived as

𝑁𝑖𝑛 = 𝜋𝑟2𝑠𝜆𝑛 (4)

For the convenience of the derivations in section 3.4, we
define the function

𝑀𝑖𝑛(𝑟
′
𝑑, 𝑟, 𝛼) =

∫ 𝛼

0

𝑁𝑖𝑛𝜆𝑠2𝜋(𝑟
′
𝑑 + 𝑟 + 𝑟′𝑠)𝑑𝑟

′
𝑠 (5)

3.2 Outer-influence

Considering the coverage effects, the occurrences of
events out-side the outer-boundary of a region might cause
the origination of information in this region. Clearly only
the events in the region with the distance in the range (0, 𝑟𝑠)
can influence the inner region. Thus the total number of
packets that generated by this outer-influence effect can be
calculated as

𝑀𝑜𝑖𝑛𝑓 =

∫ 𝑟′𝑠

0

𝑁𝑜𝑖𝑛𝑓𝜆𝑠2𝜋(𝑟𝑑 + 𝑟′𝑠)𝑑𝑟
′
𝑠 (6)

where 𝑟𝑑 is the radius of the outer-boundary of certain re-
gion. In the formula above the number of nodes that are
influenced by a single event, 𝑁𝑜𝑖𝑛𝑓 can be obtained as

𝑁𝑜𝑖𝑛𝑓 = 𝜆𝑛𝐴𝑜𝑖𝑛𝑓 (7)

where 𝐴𝑜𝑖𝑛𝑓 is the area of the region influenced by the
event. For the convenience of the derivations in section 3.4,
the following function is defined

Δ𝑀𝑜𝑖𝑛𝑓 (𝑟𝑑, 𝛼) =

∫ 𝛼

0

(𝑁𝑖−𝑁𝑜𝑖𝑛𝑓 )𝜆𝑠2𝜋(𝑟𝑑+𝑟
′
𝑠)𝑑𝑟

′
𝑠 (8)

3.3 Inner-influence

Similar to the outer-influence effects, the occurrences of
events in the inner-region of one region can also influence
the data origination of the region. Suppose the radius of
the outer-boundary of the inner-region of certain region is
𝑟𝑑. Events occurring in the area bounded by the two bound-
aries with radius 𝑟𝑑 − 𝑟𝑠 and 𝑟𝑑 will have this effect. The
total number of packets that generated by this effect can be
calculated as

𝑀𝑖𝑖𝑛𝑓 =

∫ 𝑟𝑠

0

𝑁𝑖𝑖𝑛𝑓𝜆𝑠2𝜋(𝑟
′
𝑖 + 𝑟′𝑠)𝑑𝑟

′
𝑠 (9)

where 𝑟′𝑖 = 𝑟𝑑 − 𝑟𝑠 and 𝑁𝑖𝑖𝑛𝑓 is the number of nodes that
affected by one event, occurring 𝑟′𝑠 away from the circle
with the radius of 𝑟′𝑖. 𝑁𝑖𝑖𝑛𝑓 can be derived as

𝑁𝑖𝑖𝑛𝑓 = 𝜆𝑛𝐴𝑖𝑖𝑛𝑓 (10)

where 𝐴𝑖𝑖𝑛𝑓 is the area that the event covers the outside
outer-region. For the convenience of the derivations in sec-
tion 3.4, we define the two functions

𝑀𝑖𝑖𝑛𝑓 (𝑟𝑑, 𝑟
′
𝑖, 𝛼) =

∫ 𝛼

0

𝑁𝑖𝑖𝑛𝑓𝜆𝑠2𝜋(𝑟
′
𝑖 + 𝑟′𝑠)𝑑𝑟

′
𝑠 (11)

Δ𝑀𝑖𝑖𝑛𝑓 (𝑟𝑑, 𝑟
′
𝑖, 𝛼) =

∫ 𝛼

0

Δ𝑁𝜆𝑠2𝜋(𝑟
′
𝑖 + 𝑟′𝑠)𝑑𝑟

′
𝑠 (12)

where Δ𝑁 = 𝑁𝑖 −𝑁𝑖𝑖𝑛𝑓 .



3.4 Region Data Transmission Amount

The data amount that needs to be transmitted by each re-
gion can be calculated through the results presented in pre-
vious sections. Suppose there are totally 𝐺 regions in the
sensing field. Sensor nodes in region 𝑖 need to transmit all
the data generated by them and the data originated in its
outer-regions. Thus the packets of the data include those
generated solely inside the region formed by the inner-
boundary of region 𝑖 and the outer-boundary of region 𝐺.
Besides except for the first region, the inner-influence of
events in region 𝑖 − 1 also needs to be considered. Due
to the inner-influence effect near the outer-boundary of re-
gion 𝐺 and outer-influence effect close to inner-boundary
of region 𝑖, the packets generated by the two effects need
be excluded. Denote 𝑟′𝑑𝑖 as the radius of the inner-boundary
of region 𝑖 and 𝑟𝑑𝑖 as the radius of the outer-boundary of
region 𝑖. The total number of packets that need to be trans-
mitted by region 𝑖 (1 < 𝑖 ≤ 𝐺), 𝑀𝑖 , is

𝑀𝑖 = 𝑚𝑖𝑛 +𝑚𝑖𝑖𝑛𝑓 +Δ𝑚𝑖𝑖𝑛𝑓 +Δ𝑚𝑜𝑖𝑛𝑓 (13)

where
𝑚𝑖𝑛 = 𝑀𝑖𝑛(𝑟

′
𝑑𝑖, 𝑟𝑠, 𝑟𝐷 − 𝑟𝑠) (14)

and
𝑚𝑖𝑖𝑛𝑓 = 𝑀𝑖𝑖𝑛𝑓 (𝑟𝑑𝑖−1, 𝑟𝑑𝑖−1 − 𝑟𝑠, 𝑟𝑠) (15)

and
Δ𝑚𝑖𝑖𝑛𝑓 = Δ𝑀𝑖𝑖𝑛𝑓 (𝑟𝑑𝐺, 𝑟𝑑𝐺 − 𝑟𝑠, 𝑟𝑠) (16)

and
Δ𝑚𝑜𝑖𝑛𝑓 = Δ𝑀𝑜𝑖𝑛𝑓 (𝑟𝑑𝑖−1, 𝑟𝑠) (17)

As region 1 does not have inner-region, the packets number
for this region to transmit is

𝑀1 = 𝑚𝑖𝑛1 +Δ𝑚𝑖𝑖𝑛𝑓 (18)

where
𝑚𝑖𝑛1 = 𝑀𝑖𝑛1(0, 0, 𝑟𝐷 − 𝑟𝑠) (19)

The data amount for region 𝑖 to transmit, 𝐷𝑖, is

𝐷𝑖 = 𝑀𝑖 ⋅𝑚 (20)

4 Deployment Strategy

Through the results of the data transmission amount for
each region, obtained in the previous section, the network
lifetime for each region can be estimated, based on the
density of events on the temporal-dimension. In addition,
through the estimation a measure can be defined to anal-
yse the energy waste for uniform node distribution strat-
egy. There are different definitions for the lifetime of sensor

network[13][14]. The network lifetime used in this paper is
defined as the period of time, during which the network can
keep certain density of sensor nodes required by the applica-
tion. Exploiting the lifetime analysis the non-uniform node
deployment strategy can be achieved.

4.1 Network Lifetime Estimation

If the density of the occurrences of events on the tempo-
ral dimension is 𝜆𝑡, the average waiting time for the occur-
rences of events is 1/𝜆𝑡. Except for the first waiting period,
the duration 1/𝜆𝑡 can be divided into two durations, which
are transmission duration and active duration, as shown in
Figure2. Denote 𝑒𝑤1 as the average energy consumption in

Figure 2. The Working Serious for Certain Re-
gion

the waiting period for the first occurrence of events. Also
let 𝑒𝑡𝑟𝑎𝑛𝑠 and 𝑒𝑎𝑐𝑡𝑖𝑣𝑒 be the energy consumptions for the
transmitting duration and active duration respectively. The
energy balancing equation for region 𝑗 can be derived as
follows

𝑒𝑎𝑙𝑙 = 𝑒𝑤1 + 𝑘𝑗 (𝑒𝑡𝑟𝑎𝑛𝑠 + 𝑒𝑎𝑐𝑡𝑖𝑣𝑒) (21)

𝑒𝑤1 can be obtained as

𝑒𝑤1 =
1

𝜆𝑡
𝑒𝑎𝑐𝑡𝐴𝑗𝜆𝑛 (22)

where 𝐴𝑗 is the area of region 𝑗. The derivation of 𝑒𝑡𝑟𝑎𝑛𝑠 is

𝑒𝑡𝑟𝑎𝑛𝑠 = 𝐷𝑗 ⋅ 𝑒𝑡𝑥 +𝐷𝑗+1𝑒𝑟𝑒𝑐𝑣 (23)

Also 𝑒𝑎𝑐𝑡𝑖𝑣𝑒 can be calculated as

𝑒𝑎𝑐𝑡𝑖𝑣𝑒 = 𝑒𝑎𝑐𝑡𝐴𝑗𝜆𝑛

(
1

𝜆𝑡
− 𝐷𝑗 +𝐷𝑗+1

𝛾𝐴𝑗𝜆𝑛

)
(24)

Let 𝜈𝑗 stand for the deployment node density for region 𝑗.
The 𝑒𝑎𝑙𝑙 can be obtained as

𝑒𝑎𝑙𝑙 = 𝜈𝑗𝐴𝑗𝑒𝑖𝑛𝑖 (25)

Through (21) the parameter 𝑘𝑗 can be resolved as

𝑘𝑗 =
𝑒𝑎𝑙𝑙 − 𝑒𝑤1

𝑒𝑡𝑟𝑎𝑛𝑠 + 𝑒𝑎𝑐𝑡𝑖𝑣𝑒
(26)

The estimated lifetime for the 𝑗𝑡ℎ region, 𝑇𝑗 , can be derived
as

𝑇𝑗 = (𝑘𝑗 + 1)
1

𝜆𝑡
(27)



4.2 Lifetime Waste Ratio

In this section, lifetime waste ratio is defined to estimate
the energy waste for the uniform node deployment strategy.
For the uniform node deployment strategy, it is assumed
that the node density is a constant value 𝜈 for the whole
network. In this situation the network lifetime is dominated
by the first region. Also the region with the longest lifetime
is the 𝐺𝑡ℎ region. Hence the lifetime waste ratio can be
defined as follows

Ψ =
𝑇𝐺 − 𝑇1
𝑇𝐺

(28)

Exploiting (27) it can be further derived as

Ψ =
𝑘𝐺 − 𝑘1
𝑘𝐺 + 1

(29)

4.3 Node Deployment Density

Through the analysis in previous sections, the non-
uniform node deployment strategy can be designed, accord-
ing to the lifetime requirement for the application. Each re-
gion can then be deployed according to the estimated node
density. Given certain lifetime requirement 𝑇𝑟𝑒𝑞 , the net-
work density for each region can be calculated through the
lifetime estimation. For fulfilling the lifetime requirement
of 𝑇𝑟𝑒𝑞 , the node deployment density for region 𝑗 can be
derived as

𝜈𝑗 =
(𝑇𝑟𝑒𝑞𝜆𝑡 − 1)𝜉 + 𝑒𝑤1

𝐴𝑗𝑒𝑖𝑛𝑖
(30)

where 𝜉 is
𝜉 = 𝑒𝑡𝑟𝑎𝑛𝑠 + 𝑒𝑎𝑐𝑡𝑖𝑣𝑒 (31)

5 Performance Evaluation

In this section the non-uniform node deployment strat-
egy, provided in this paper, will be evaluated through net-
work simulations. The simulations are performed by the
java based network simulator J-SIM[20][21][22]. For issu-
ing the experiments, it is extended to support node deploy-
ment and simulation time evaluation. In the experiments
each node selects the neighbouring node with the largest
residual energy in the next inner-region as the data relay
node[5].

5.1 Parameter Settings

The parameter settings for the experiments are listed
in Table1. The sensor hardware parameters, such as en-
ergy consumption parameters, transmission speed parame-
ters and transmission range parameters are selected similar

to the Motes[23][24]. Region width is set to be 30 meters to
ensure that each node can find rely nodes in the next inner-
region.

Table 1. Parameter Settings
Parameter Name Value

𝑒𝑖𝑛𝑖 2𝐽
𝑒𝑎𝑐𝑡 1.25× 10−5𝐽/𝑠
𝑒𝑒𝑙𝑒𝑐 5.0× 10−11𝐽/𝑠
𝑒𝑎𝑚𝑝 1.0× 10−11𝐽/𝑠
𝛽 2
𝛾 250𝑘
𝑟𝐷 300𝑚
𝑟𝑡 40𝑚
𝑟′𝑡 30𝑚
𝑚 640𝑏𝑖𝑡𝑠

5.2 Performance

For the evaluation of the performance of the non-uniform
deployment strategy, proposed in this paper, two ratios are
used. The first ratio is the lifetime waste ratio, defined in
section 4.2, which indicates the degree of unbalancing for
energy usage in the network. Although this measure is pre-
viously presented for the circumstance of uniform deploy-
ment, it can also be used for evaluating the simulation re-
sults for non-uniform deployment strategy.

The second measurement, lifetime expectation ratio, is
defined as

𝜔 =
𝑇𝑠𝑖𝑚
𝑇𝑟𝑒𝑞

(32)

where 𝑇𝑠𝑖𝑚 is the simulation result for the network lifetime.
In Figure3 the simulation results for lifetime waste ra-

tio of the network with non-uniform deployment and uni-
form deployment, in terms of temporal density of events
are shown. Through the results, it is clear that using non-
uniform deployment strategy presented in this paper, the
energy consumption of the network is greatly balanced.
Figure4 shows the lifetime expectation ratio for the same
simulation. The results also prove that the non-uniform de-
ployment strategy in this paper can achieve good perfor-
mance. In Figure5 the results for lifetime waste ratio ac-
cording to spatial density of the events are shown. Figure6
gives the results of lifetime expectation ratio for the same
simulation. These results further prove the feasibility of the
non-uniform deployment strategy provided in this paper.

6 Related Works

The energy hole problem was considered in [15], [1],
[5], [14], [16], [17], [18] and [19]. In [1] energy hole prob-



Figure 3. Simulation result for the lifetime
waste ratio for uniform and non-uniform de-
ployment strategy, in terms of 𝜆𝑡, under the
conditions of 𝜆𝑛 = 0.02, 𝜆𝑠 = 0.05 𝑎𝑛𝑑 𝑇𝑟𝑒𝑞 =
19𝑑𝑎𝑦𝑠

Figure 4. Simulation result for lifetime expec-
tation ratio of non-uniform deployment strat-
egy, in terms of 𝜆𝑡, under the conditions of
𝜆𝑛 = 0.02, 𝜆𝑠 = 0.05 𝑎𝑛𝑑 𝑇𝑟𝑒𝑞 = 19𝑑𝑎𝑦𝑠

Figure 5. Simulation result for the lifetime
waste ratio for uniform and non-uniform de-
ployment strategy, in terms of 𝜆𝑠, under the
conditions of 𝜆𝑛 = 0.02, 𝜆𝑡 = 0.0001 𝑎𝑛𝑑 𝑇𝑟𝑒𝑞 =
19𝑑𝑎𝑦𝑠

Figure 6. Simulation result for lifetime expec-
tation ratio of non-uniform deployment strat-
egy, in terms of 𝜆𝑠, under the conditions of
𝜆𝑛 = 0.02, 𝜆𝑡 = 0.0001 𝑎𝑛𝑑 𝑇𝑟𝑒𝑞 = 19𝑑𝑎𝑦𝑠

lem was analysed through a mathematical model and the
effectiveness of different schemes for mitigating this prob-
lem was investigated. A non-uniform deployment strategy
by associating the number of nodes with the distance from
the sink node was proposed in [17]. The result of [5] proved
that if all nodes need to transmit data periodically, the ide-
ally balanced energy consumption cannot be obtained. The
authors of [18] turned to the solution of non-uniform en-
ergy distribution strategy first. Then in [14] the non-uniform
node deployment strategy is presented with the considera-
tion of scheduling scheme. In their papers the effects of
different positions for sink node was considered. The non-
uniform node deployment strategy for motion object detec-
tion system was investigated in [15]. And a Gaussian dis-
tribution scheme for deploying the nodes was considered in
[16]. The authors of [16] analysed the system coverage and
lifetime in terms of different parameters for Gaussian distri-
bution. In [19] an autonomous deployment algorithm was
proposed for networks composed of mobile sensors.

As far as we know, no work has considered the energy
consumption for nodes in active mode, without transmitting
and receiving. Still no work has investigated the effects of
spatial density of events on the node deployment strategy.
Although [15] considered the impact of temporal density of
the motion object events, it is based on the scenario differ-
ent from this paper. In this paper the impact of spatial and
temporal density for events on the node deployment strategy
have been rigorously analysed.

7 Conclusion

In this article, the energy hole problem of sensor net-
works is investigated in consideration of energy consump-
tions for nodes without transmitting and receiving, in terms
of spatial and temporal density of the events. The analytical



models for estimating the lifetime and the degree of the un-
balanced energy consumption level are given. Based on the
estimation of the network lifetime, the non-uniform node
deployment strategy is proposed. Simulation results prove
that the presented non-uniform node deployment strategy is
feasible.

The results indicate that the spatial and temporal distri-
butions of events greatly influence the strategy of the node
deployment, for balancing the energy consumption of the
network. The paper also shows that the energy consumption
for nodes in active mode without transmitting or receiving
should be considered when designing the network node de-
ployment.

As the balance of energy usage for region-to-region rout-
ing is also crucial for the prolongation of the network, this
issue will be investigated rigorously in our future work.
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