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Abstract

This thesis is about (a) money supply being deteechiby banking behaviour,
or by the behaviour of central banks and (b) ttieiémce of money supply on bank
stock returns. That money is endogenously detewisea proposition of post-
Keynesian (PK) economists suggesting that moneylguis determined by the
behaviour of commercial banks as banks adjust moresgtion in response to credit
demands by the public. This theory challenges tlomeatarist view of exogenous
money supply, where the central bank is said tdarobmoney supply. This thesis
examines how, under the credit-creation behavidubamks, the money supply

affects bank stock returns in a multi-equation nhode

The theory of endogenous money is founded on tha tdat loans made by
banks cause deposits, and that deposits in basks,camponent of money supply,
thus create more money supply. In the process,tduee changes in loans and
deposits experienced by banks, the stock returbamis may also be affected, since
banks’ profit margins are affected by the changesredits. Whether endogeneity is
in fact the way the money supply behaves has rtdigen widely tested and there is
also not yet any published study on the behavidwaggregatédank stock prices in
relation to money supplghangesHence, the aim of this thesis is to provide new
findings on this unexplored relationship betweemnlogenous money supply and
bank stock returns by testing this proposition ssreeveral key economies over a
long period, taking into account the actual monepalicy regimes in place in these

economies.

The empirical evidence in this thesis is obtaingdifing quarterly data from
1973 to 2007 for the G-7 countries: Canada, Frammany, ltaly, Japan, the
United Kingdom (UK) and the United States (US). tAe data series covering the
sample is over a long period, important monetajepaegime changes — especially
in Canada, the UK and the US — are considered sed in the empirical tests of the
underlying hypotheses. The empirical tests condudtegin with unit root and
Johansen cointegration tests to test for statipnafithe variables and whether the

variables are cointegrated, followed by vector recarrection models (VECM) and



Granger causality tests to test whether there ésveay or bidirectional causality in
the long run and in the short run. These testsuassl to determine (1) whether
money is endogenous or exogenous, (2) if monepdsgenous, which of the three
views of PK theory is supported in this study, &3 whether there exists a
relationship between money supply and bank stotkre. Trivariate VAR tests
developed by Toda and Yamamoto (1995) are usedstonthether deposits are an
important variable in the causality between bam@ntoand money supply.

Later, a simultaneous equation model is developeéxplore the possible
simultaneous relationship between aggregate badk seturns and money supply,
and money supply and bank loans. This model isdessing Generalised Method of
Moments (GMM) panel data estimation as proposedt@iano and Bond (1991).
Prior to the model estimation, panel unit rootdeste applied following procedures
provided in Maddala and Wu (1999) and Choi (20@l}etst for stationarity in the
variables; Pedroni (1997) panel cointegration iggpmed to establish whether the
variables are cointegrated. VECM and Granger cdydabts are also employed to

determine whether there is causality between thiablas in the equations.

The results of this thesis provide several impdrtaew and useful leads.
Firstly, bank loans are found to cause money sygdpdirectional causality exists
between bank loans and money supply, suggestingribiaey is endogenous (except
for two cases). Secondly, for the countries wheomeay is found to be endogenous,
there is mixed evidence as to which of the thremvsiare supported by the test
results — accommodationist, structuralist or ligyidpreference. Mainly the
structuralist and liquidity preference views wergported for Canada (1976:3 to
1990:4), France, Germany, Japan, the UK (19922D@6:2), and the US. Thirdly,
the results indicate that there is a differencewbeh long-term and short-term
causality — for example, where there is support $tnucturalist or liquidity
preference in the long run, evidence is in suppbthe accommodationist view in
the short run, as in the cases of Japan, Canada:@Lé 1990:4) and the US (1987:1
to 2007:1).

Fourthly, as indicated by the robust results of tiineariate VAR tests, bank

deposits are found to be a significant variablalirsamples except those of Canada



(1991:1 to 2007:1) and Italy. Fifthly, it is founkat with the exception of US (over
1975:3 to 1986:4), there is a relationship betwewmey supply and bank stock
returns. The US has the most competitive bankistesy. Finally, the findings using
the panel data estimation show that there is atipesielationship from money
supply growth to growth of bank stock returns, begative from the growth of bank
stock returns to money supply growth. This may kelaned through the central
bank changing interest rates with the aim of negatiflation. This action leads to a
rise in interest rates and subsequently to redouwamtky supply. It was also found, in
this context, that there is a bidirectional positikelationship between bank loan
growth and money supply growth, which supports € theory of endogenous
money. Thus, the money-to-bank-stock-returns @fais founded on money being
endogenous, meaning that bank credit creation assthurce of the effect of the
money supply on bank stock returns. The money sujgpobank stock returns were
tested for robustness using three different tédtdests provided confirmation of the

relationship (except for the US).

Apart from the very important empirical evidencattthe thesis brings to bear
on this new PK theory for a group of seven key tped economies, the findings of
the thesis have important implications as to theflactioning of a banking system.
Banks are not onlyransmittersof monetary policy but are also important in the
development of the growth of money throdghn creationto the money supply and

bank stock price formation.
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Chapter 1. Money Supply and Bank Stock Returns

1.1 Background and motivation

The relationship between money supply and bankkgstettirns is a little-researched
topic. Post-Keynesian (PK) theorists assert thaneyois endogenous and that
causality runs from bank lending to bank depositich suggests a potential money
supply influence on bank stock returns. The altieveatraditional (classical) view is
that deposits create loans, and that this form$#ses for money being exogenous.
The debate on whether money is endogenous or egogeis still not settled
(Davidson, 2006). Further, whether money is endogsror exogenous is ultimately
an empirical issue. Proponents of the PK theorysinthat money supply will
respond endogenously to any changes in the denoaridrfds/capital by producing-
units (mostly firms) through the intermediation ledinks, given the interest rate,
which is under the control of the central bank. sTkiebate on the notion of
endogenous money is still unresolved among maeastreconomists, since the few
studies to date have provided evidence in supdobioth schools of thought. The
first issue relevant to this thesis is an invesiiga of money endogeneity and
exogeneity, using a lengthy time-series of theslatiata available across developed

economies.

Banks are important in a financial system, indeedn economy, as, under
both schools of thought, they are tinensmittersof monetary policy changes. For
example, using bank reserves as the principal éabanks intermediate with the
economy the effects of the central bank’s monegpaticy changes. Banks possess an
optimising behaviour in determining money suppby/tfzey respond to changes in the
portfolio decisions and loan demand of the publimuseholds and firms — given the
money market conditions set by the central bankt@d@ller, 2003). This behaviour
of the public and the resultant commercial bankalvetur make money endogenous,
according to the originator of this idea (Moore9&% Given the central role played

by the banks as a conduit for the effect of moryeplicy on the economy, the



second issue of concern to this thesis is theioalship between money supply and

bank stock returns. This issue has not yet beerstigated.

With official short-term interest rates playing tHeading role as the
instrument of monetary policy, the attention paiartoney has declined (King, 2002).
However, some central barlksse money supply growth rates as an information
variable by monitoring money supply movements a®lastness check to avoid
serious monetary policy mistakes. Money growthgateexcess of those needed to
sustain economic growth at a non-inflationary paeg provide early information on
any developing financial instability. Thus, thesed motivation for this study to
investigate the nexus of this behaviour by studyiingther the money supply effect
is endogenous or exogenous and leads to a flomghreffect to bank stock returns,
if indeed the profitability of a given banking sgst is dependent on the money
supply flow-through effect.

Evidence that supports money endogeneity is foarttie following studies:
Arestis (1987), Moore (1989), Foster (1992, 19943Jley (1994), Howells and
Hussein (1998), Holtemoller (2003), Vymyatnina (8Pp&nd Cifter and Ozun (2007).
Studies that have investigated the relationshipvéen macroeconomic variables
including money supply and stoakdexreturns include Mukherjee and Naka (1995)
for Japan, and for the US market, Dhakal, Kandd &marma (1993), Lee (1994),
Flannery and Protopapadakis (2002), and Ratanapakut Sharma (2007). These
studies conclude that there is a long-term relahgm between stock returns and
macroeconomic variables including money supply. ifldex used in these studies is
that of the whole stock market amdt the banking index. Most banking studies,
however, appear to be interested in investigaiinipé relationship between risk and
returns of individual bank stocks (Stiroh, 2006priatta, Nocera and Sironi, 2007,
and Uzun and Webb, 2007), (ii) the efficiency ohk& and its relationship to their
returns (Beccalli, Casu and Girardone, 2006; Kirgdroand Nahm, 2006; and
Fiordelisi, 2007) or (iii) the determinants of imdlual bank stock returns (Goddard,
Molyneux and Wilson, 2004; Carb6 and Rodriguez,72@hd Barros, Ferreira and

Williams, 2007). Thus, an investigation of moneyegeneity/exogeneity and the

! For example, the Bank of Canada, the Bank of Enjtnd the European Central Bank.



money supply effect on bank stock index returnmiserative. This thesis sets out to

investigate this relationship.

The evolution of the PK theory of endogenous momdlpws for the
relationship between money supply and bank stadtkmne to be investigated from an
intertemporal perspective. As proposed by the RiOmh of money endogeneity, an
exogenous change in interest rates by the cerdrdd’® action will have an effect on
the amount of loans made by the banking systeny andividual banks and, in turn,
on deposits. This will ultimately affect the monsypply. At the same time, the
changes to interest rates by the central bankhaie an impact on the banks’ loan

and deposit rates, thus creating a flow-througbaefbn their stock returns.

This thesis is therefore motivated by two poterfiredncial economics topics
to add new findings to the literature. Seven of @8 countries were chosen for this
study. It would be interesting to use data from@i8 countries for the purpose of
this analysis; however, data on economic time-sepigor to 1992 in Russia and
financial statistics on banks in Russia are notlabie. Hence, this study will focus
on the remaining seven countries, namely CanadacEr Germany, Italy, Japan, the
United Kingdom and the United States of Americae Th7 data set spans a long
period, 1973-2007. Part of the tests is done withrgrly data, consistent with the

prior practices of PK theorists.

1.2 Objectives and contribution of the thesis

The main aim of this thesis is to present evidesrcéhe relationship between money
supply and bank stock returns using aggregate anelpatarespectively, while
taking into account the post-Keynesian theory afogignous money in the model.
Two main issues — endogenous money and the linkdagt endogenous money and
bank stock returns, arising from the discussiorth@ previous section — are the
themes of this thesis.

2 Aggregate data include data that involves the ipaniadustry in each country, whereas panel data
include combined time-series data from 1973 to 280d stacked cross-section data from the seven

countries.



There is a continuing debate on the monetary phenom between the monetarists
and PK theorists respectively, as to whether mosepply is exogenous or
endogenous. The controversies are mainly relategh&ther money supply causes
loans, as monetarist theory assumes, or whethes lcause money supply (through
deposits and reserves), as per the PK theory obgambus money. Howells and
Hussein (1998) and Caporale and Howells (26aiing quarterly data from 1957 to
1993, found support for endogenous money in the G-7 wimm As this is a
debatable issue, this thesis will examine whethanew supply is exogenous (that is,
money supply causes loans) or endogenous (loarse caaney supply) in each of
the seven countries by using vector error-corractitodelling methodology. Any
findings on this issue are likely to add to the yad literature by expanding the
sample period used in the previous studies. Adually, Howells and Hussein
(1998) do not account for the fact that there wakange in monetary policy regime
in Canada, the UK and the US in their sample perinccontrast to the approach
taken by Howells and Hussein (1998), this thesiB wclude sample splits for
Canada, the UK and the US to determine whetheetivas a major change in the

nature of money supply between different monetaticp regimes.

Presenting empirical evidence on emerging ecomgnféanmugam, Nair
and Li (2003), Vymyatnina (2006) and Cifter and ©482007) not only investigate
the nature of money supply in Malaysia, Russia anrkey respectively, but also
take a step further in investigating which of these views of the money supply —
accommodationist, structuralist or liquidity prefece — is supported. In the
developed economies, only Palley (1994) has detemunthis, for the US. Besides
adding to the current body of literature on endogsnmoney, determining which of
the three views is supported if money is endogemousd provide an understanding
in the conduct of monetary policy in terms of tlemiral banks being fully or partly
accommodating to banks’ demand for reserves andrdhetion in the banking

system of the developed nation.

% Caporale and Howells (2001) used the same sarsptowells and Hussein (1998) but a different
methodology was employed.

* The actual dates vary between countries.



Empirical tests on money endogeneity are commosgduo determine the
causality between bank loans and money supply.réagon is that deposits are not
only held in the transactional form, but also itest forms of the broad money
supply. Post-Keynesian theorists discuss money gamdnty as loans creating
deposits, with this in turn, creating money supgliius, it is possible that deposits
may be an important variable in the transmissiomfbank loans to money supply,
as bank loans acquired are immediately transfemtd demand deposits and not
only into other types of deposits. Determining thisariate causality beside the
bivariate one allows a more robust procedure arktéer understanding of the

transmission from one variable to another.

Before a further investigation of the simultaneetfect of money supply and
bank stock returns can be pursued, an empiricaéstigation on the long-run
equilibrium and causality relationship between mysgpply and bank stock returns
in each country has to be established. This is iaipe as there would be no merit
in further investigation if the long-run relatiomghof the two variables is not in
equilibrium. Previous studies, for example, MukbBerand Naka (1995) for Japan,
and Dhakal, Kandil and Sharma (1993), Lee (1998nrtery and Protopapadakis
(2002) and Ratanapakorn and Sharma (2007) for ernidrket, have investigated
the relationship between money supply (among atieroeconomic variables) and
stock index returns. These studies have foundttieak is a relationship between
stock index returns and the money supply. Howetheise studies were not extended
to bank index stock returns. In this thesis, uadtrtests will also be performed to
determine the stationarity of the variables withtcols for trend and constant. Later,
Johansen’s cointegration test will be employeddtednine whether there is a long-
run relationship between money supply (whether erogs or endogenous) and
bank stock returns. Furthermore, long-run causalégts using vector error-
correction modelling will determine whether the twariables cause one another.

This will add to the body of literature on macroecmic variables and stock returns.

As the PK theory of endogenous money has not beéressed in relation to
bank stock returns, a simultaneous equation madaéveloped to test the effects of
money supply on bank stock returns. The money sugiféct revolves around three

items in the balance sheet of a bank: depositasl@ad the flow-through effect on



the market value of the equity in the balance sh@#ter changes that may be taking
place in other balance-sheet items are of no retev#o this relationship. Further, we
assume that changes in all other aspects of adranéontrolled by focusing only on
the money supply effects and the flow-through éftecthe market value of bank
stocks. Bank earnings spread associated with elnetfirough effect will be included
in the model: this is predicated by the dividentugtion theory. The model will also
include other macroeconomic variables that are seerfactors that affect the
endogenous variables. The development of the madabyporating possible new
findings from applying the model using the Generaldi Method of Moments (GMM)
panel data methodology proposed by Arellano anddB@®91), will add to the
banking literature. The assessment of the effettsndogenous money supply on
banking industry stock returns, taking into accothe# post-Keynesian theory of
endogenous money, in this thesis, is a first attexhpxploring this relationship.

Prior to testing the GMM panel data model, a nunidfeeconometric tests
are required to assess whether the variables usedtationary and cointegrated.
Panel data unit root tests proposed by Maddalavénd1999) and Choi (2001) will
be employed to test the stationarity of the vadapivhile the Pedroni (1999, 2004)
panel cointegration test will be utilised to deterenif cointegration exists between
the variables. Vector error-correction modellinglvailso be used to test for the
existence of causality between the variables. Theseedures will contribute a new

methodology for investigating this issue and thdd # the existing literature.

In summary, this thesis aims to investigate thio¥ahg research questions:

1. Is the money supply endogenous or exogenous inadable G-7 countries?

2. If the money supply is endogenous, which of theeehrviews
(accommodationist, structuralist or liquidity prefiece) does it support?

2a. Is the support for the views in (2) above défd in the short-term than in the
long-term?

3. Following the PK theory where loans cause depa@sits this in turn causes
the money supply, is the PK theory valid for thenpke of G-7 countries
under study in this thesis?

4. Is there causality between the money supply andeggte bank stock

returns?



5. Does a simultaneous relationship exist between bmis, the money supply
and aggregate bank stock returns such that lo&agecdeposits (in the form
of money supply) whilst at the same time loans @eplosits affect the value

of bank stocks?

1.3 Organisation of the thesis

The remainder of this thesis is organised as fdlo@hapter 2 provides an
introduction to the research issues in the contxithe theories, while also
presenting a very brief review of the literature (ah the money supply debate and
(b) bank stock returns and money supply. The evieeam the relationship between
money supply and stock returns is also elaboraiddnnChapter 2. Following this,
an overview of the history of the financial systamd monetary policy regimes in
each country is provided in Chapter 3. Based orfititgngs in the literature review,
the aim of Chapter 4 is to describe an appropriggearch design and test
methodology, keeping in view the need for robust f@ocesses required to link
bank stock returns to the money supply. A desamptif the data used in this thesis

Is also provided in this chapter.

Chapter 5 is devoted to the discussion of the tesiilthe empirical tests. It
presents summary results obtained from cointegradiod vector error-correction
models to determine whether money supply is exagemw endogenous. Prior to
doing those two tests, the stationarity propertyhef variables is examined and the
results presented. Further results by controllorgégime changes are also discussed
in this chapter. This chapter also includes resaftdshe three views of money
endogeneity; results from the trivariate causdakst between bank loans, deposits
and money supply; and results attained from thategration and vector error-
correction models, to ascertain whether therereaionship between money supply
and bank stock returns. Chapter 5 also containgd#tailed results on the model
developed in Chapter 4, which tests the effectthefmoney supply on the banking
stockindex returns. Panel unit root tests are performed &edrésults analysed to
examine whether the variables are stationary. Acrg@eon of the panel
cointegration tests and the results is also in@duihtethis chapter. Vector error-

correction models determine if the variables in #multaneous equation model



developed in Chapter 4 cause the endogenous \esiaResults of the robustness

tests are also included in this chapter.

Chapter 6 concludes the thesis by summarising tam rfindings and by
linking the findings. The chapter also identifié® timitations of this research and

the scope and avenues for future research.



Chapter 2: Theory and Evidence on Money Supply and
Bank Stock Returns

2.1 Introduction

This chapter provides an overview of the theory amgbirical evidence on the Post-
Keynesian (PK) debate concerning endogenous momay its predecessor,
exogenous money. The chapter also includes a discusf the theory relating to
stock return behaviour of the banking sector by wéyequity valuation theory.
Section 2.2 explains the theory of exogenous ardbggnous money supply. In
Section 2.3 the reader will find a description @ihk behaviour that includes the
theory on equity valuation. Empirical evidence bea theories is presented in Section
2.4. Finally, a discussion as to any gaps in tieedture is provided in Section 2.5.

2.2 Possible link between money supply and bank stocleturns
There is a debate among mainstream economistseoRPKhtheory of endogenous
money. Arising from that, almost all textbooks hd&ied to discuss the PK theory,
therefore leaving an important impression that nyorme entirely determined
exogenously. But post-Keynesians have maintainea fohile now that the money
supply is endogenous, in that loans made by a beatkto further deposits (which
create reserves), which in turn create the supplgpnaney, which therefore must
have an impact on bank stock returns. This seatidirdiscuss both approaches in

detail, and also provide a review of the theorgxdgenous money.

Figure 2.1 is a representation of the central thefrthis thesis as discussed
in Chapter 1. It shows the link between the mongyply/ theories and theories on

bank stock returns.



Figure 2.1 The unexplored link between money supplgnd bank stock returns
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It is possible to visualise that the economic themoon money supply (see the
shaded gray area in Figure 2.1) must have an affeeiggregate bank stock returns
(see the unshaded portion of Figure 2.1). The @edatong economists is that the
effect of money, if exogenous as traditionally ntaiimed, on the stock return
behaviour ought to be different from that of moryng endogenous. Besides this
known behaviour, finance theories such as the yqaitiation theory would suggest
a flow-through effect of money supply acting thrbuthe interest rate changes
flowing to the bank as income changes and therctaffg the bank stock returns.

These ideas will be further elaborated in the sastthat follow.

2.3 Money supply: Exogenous and Endogenous

The question as to whether money supply is exogenoendogenous has long been
debated amongst monetary economists, as emphasi§dthpter 1. Two schools of
thought, originating from Keynesian and monetag@irces, have merged over time,
resulting in a consensus that money is exogenous.tf@ other hand, post-
Keynesians have come to support the idea that msnegydogenous. However, the
existence of evidence of money exogeneity mearnshieaold school is still not out

of consideration.
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The idea of money supply being exogenous stenta Keynes’ liquidity
preference theory. There are two views — the moriew and the credit view
(possibly relevant for bank stock returns) — whadeording to the advocates of this
old idea explain the monetary transmission mechanihis will be discussed in the
following section. Although monetarists agree thainey is exogenous, they still
argue against Keynesian theory on the demand farespn@and the flow-through
effect of the monetary transmission mechanism. Wilisbe briefly discussed next.
The PK theorists, though agreed on money endogeredgo have differences of
opinion on how money is considered endogenous.eTviews are central to the PK
theory of endogenous money: the accommodationtstictaralist and liquidity

preference approaches, which will be elaborateldien.

2.3.1 Exogenous money: Mainstream Keynesian and monetaristv
Within the exogenous strand, there are two differerews on the
mechanisms through which monetary policy translaesnoney supply, which is
expected to affect economic activity, and thus bstiokk returns. These views are
found in the literature as thmoneyview andcredit view.” The money view and

credit view correspond to the old Keynesian stream.

Themoneyview can be found in the standd8.M framework — Investment-
Saving-Liquidity preference-Money equilibrium thgor using Keynes’ liquidity
preference theory. Keynes (1936) assumed thatithdils hold two assets: money
and bonds, where money has a zero rate of returbdnds have a positive hominal
return. Keynes’ liquidity preference theory suggestat individuals have three
motives to money demand: transactions, precautyomad speculative. He believed
that the demand for money is determined primanhthe level of the individual’s
transactions (the transactions motive), and thditviduals will hold money for the
level of future transactions that they expect tokenéthe precautionary motive).
Keynes also assumed that individuals hold moneybamdls as a store of wealth and

that speculation on interest-rate expectations amd® will determine whether an

® This term, money view, is not to be confused taamehe “monetarist” view of the transmission
mechanism. Another term used for the credit vieWlaading view”; see Kashyap and Stein (1993)
and Cecchetti (1995).
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individual would want to hold more money or morentds (the speculative motive).
This led Keynes to conclude that money demand sstigely related to national
income and negatively related to interest rate®s€&hbasic ideas were extended in

later years, as will be made clear below.

Keynes’ theory formed the basis of the ISLM anaydeveloped by Hicks
(1937) and Hansen (1949, 1953), and extended bgrsthlrhe theory is fully
developed in the papers cited. Like Keynes, theMS$hodel assumes that there are
two assets held by individuals: money and bondalsti assumes that price levels are
fixed and that real interest rates play an impdrtae in individual portfolio

decisions to hold money or to invest in bonds.

The LM curve is derived from the equilibrium conadiit where money
demand (liquidity preference,) equals money supply, which is dependent on
incomey, and interest ratas

M = L(y,i) (1)

The IS curve satisfies the equilibrium conditionend savingsS, dependent on the
level of outputy, equal investment:

| =S(y) (2.2)

and | is determined by capitat, invested at a given interest rate,

| = k(i) (2.3)

Hence, the money view shows that, assuming theratebtink directly
influences the quantity of money by adjusting mosapply, a decrease in money
supply will increase real interest rates (withoagard to what actually happens
inside the banking sector), which raises a firngstof capital. With a higher cost of
capital, there are fewer profitable projects. Tline end result is a decrease in
investment, causing aggregate output to declinghdfcontrary happens, economic

activity increases.
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This line of reasoning assumes banks are pasgsnkethat loans and bonds
are perfect substitutes for borrowers. The eadyptists ignored the fact that once a
loan is made, then the loan leads to depositsh aftehe same bank, which in turn
could affect reserves and create new deposits whetorrowers issue cheques to
draw down the loan. Hence the money supply is emdogsly determined in the
process within the banking sector through the astaf individual banks.

As the money view assumed that banks were passigiferent view of the
monetary transmission mechanism was proposed. Basetthe fact that there is
asymmetric information in the financial markets giroponents of the credit view of
the monetary transmission mechanism insist thdt bainey supply and bank loans
are important in affecting aggregate output. Twiedent channels exist here: the
bank lending channel and the balance sheet chapmethe purposes of this thesis,
only the bank lending channel is described hermetail. The balance sheet channel
is discussed in Mishkin (1995) and Bernanke andI&g1995).

The bank lending channel takes into account thageckubstitutes for bank
credit are unavailable for households and smathdjrhence they rely mainly on
bank credit for external financing. By assumingttbath bonds and loans are
imperfect substitutes, Bernanke and Blinder (1988yified the ISLM model of the
money view by including bank loans that bear aeradt rate, so that the financial

side becomes:

oo s)=m i »

L(i_L e Y) = mL(iE,iJD(iE;, Yj(l‘ rr) (2.5)

where D() and L() are the demand for deposits and loans respectively,
mg () andmL(.)denote the money multiplier and loan multipligfis the interest on
bonds and, is the loan interest rat® is the monetary base andis the required

reserve ratio. Accordingly, the IS curve is repthedgth the CC (commodities and

credit) market:
y=Y(i_B,i_L) (2.6)
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wherey is output and is a function of the interest ondsofg) and interest rates on

loans, such that:

i =¢(is, ¥R (2.7)

Here, a contractionary monetary policy decreasek laserves or excess
reserves (money supply) and hence, bank depodiis. cbnverse is true under
expansionary policy. This will decrease the bamislity to extend credit. The lower
credit availability will reduce gross investmenttire economy, which will lead to a
decline in output. The effect of this is greatersmnall firms than on large firms, as
the latter can access the credit markets direbtiyugh the stock and bond markets.
In contrast to the money view, the credit view aades that loans and equities are
imperfect substitutes both for banks and borrowBedley (2002) asserts that this
model is similar to the structuralist approachta PK theory of endogenous money,

which will be discussed in Section 2.3.2.2.

The above views (money and credit views) show ridresimission mechanism
of changes in money supply to the economy througtk®, which in turn has an
influence on bank stock returns. However, thesevigke into account that money-
supply changes are controlled by the central baskodenous) through the
adjustment of high-powered money (monetary base).

2.3.1.1 Monetarists

Monetarists are mainly aligned with Milton Friednsaideas. They oppose
the Keynesian view of money with regard to moneynaed® However, like the
original Keynesians, they consider money supphamsexogenous variable, which
means that the money supply is perfectly inela@testical), with the interest rate
driven by money demand. Friedman (1956) argued tinate is more than one
interest rate that is important to the operationtred economy. He developed a
different theory of money demand by stating thatividuals hold wealth in three
forms: bonds, equity and goods. Thus, expectatéanto whether there will be an
increase in returns on either bonds, equity or gaethtive to money, will have an

® Meltzer (1998) gives a full account of the delz#veen mainstream Keynesians and Monetarists.
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effect on an individual's demand for money. The meatatical derivation of the
theory is not reproduced here as it is in the cpagder, and is well entrenched in

theory literature.

The monetarists’ view “... has not been accepted diyoavithin the
profession or at central banks” (Meltzer, 1998,18). Three reasons are given by
Meltzer (1998) for why this is the case: (1) ecomimeither did not accept the idea
of neutrality or believed that the proposition heddly in the long-term, (2)
monetarists argue that the velocity of money iblstavhich is disputed, and (3) they
believe that inflation is essentially a monetargpimenon and therefore is the result

of excessive money growth.

Kaldor (1980) was probably the first to develoggponse to the monetarists’
theory in that the causal relation between moneay ianome goes in the opposite
direction to that of the monetarists. With resptxtthe central bank controlling
money supply by adjusting the monetary base, Kadohat Trevithick (1981) argue
that central banks tend to accommodate monetarg dasnand from banks, as
frequent changes of the monetary base by the ¢daarnks can give rise to highly
variable interest rates and unstable capital markiédieir accommodating behaviour
is also attributable to their role as a lenderasft Iresorf. This accommodation of

reserve behaviour by the central bank is one otémral ideas of post-Keynesians.

2.3.2 Post-Keynesian theory of endogenous money

Influenced greatly by Kaldor, Basil Moore in 198@veloped the post-
Keynesian view on money, which is today the coroses of the PK theory of
endogenous money (Rochon, 2006). Pollin (19916f@) 8laims that [PK theorists]
accept the assessment by the former New York FeBaserve Bank senior vice
president Holmes (196%9that, in the real world, banks extend credit, tnga
deposits in the process, resulting in money supphe PK theory of endogenous
money asserts that money suphpiy endogenously determined by the asset and
liability management decisions of the commerciatksa the portfolio decisions of

" More discussion on Kaldor's work can be found artBcco (2001).

8 In some literature, this is known as credit-moaeynoney derived from credit supply.
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the non-bank public and the demand for bank lo&adl€y, 1994). The core of this
theory is that causality runs from bank lendingbenk deposits, instead of the
traditional notion that deposits create loans. Thalisother things being equal, the
central idea revolves around three items on a Isab&lance sheet — namely loans,
deposits and the share price (or market value)hefldank. These are financial

variables in entering the economics of money.

Lavoie and Godley (2006) describe the balance-stteetture of a banking
sector in the PK world As the banking sector has become more complicattd
the introduction of capital adequacy standdfdhiere is a need for two balance
sheets: one explaining the overall macroeconomaniba sheet — seen on the right-
hand side of Table 2.1 (see page 17) — and the athreesponding to private
accounting. This research is based on the well-knbavoie and Godley (2006)

model in the following discussion.

In the standard accounting balance sheet, it isnasg that the financial value
of shares is equal to the net worth of the bankihi@r capital — or, in this case, the
own funds (shares) of the bankds,.'! The own funds, when added to the liabilities,
ensure that assets equal liabilities. A healthykbamust have more assets than
liabilities so that its own fund is positive. Ifetbank is dissolved, then its own funds
would accrue to the shareholders. Thus, if it igatee, the owners would get
nothing, and the bank would be unable to pay bdickfats liabilities. For banks,
this situation could arise if borrowers were toadsf on their loans to the amount
equal to the bank’s own funds. For example, ifiberowers of $100 million were in
default, then $100 million would need to be sulizddrom both sides of the balance
sheet, that id, andOF,. The bank would then need to find means to incréasavn

funds back to the required level relative to itare in order to achieve an adequate

° They start with a balance sheet of a closed ecgnaith a simple asset-based banking system and
expand this to a more realistic banking sectory@mt realistic banking sector is summarised here.

10 Capital adequacy is acknowledged as an impormea of banking but is not the main focus of
this thesis.

Y“These terms follow Lavoie and Godley (2006). Whikt worth is the term commonly used by
accountants, the Bank of International Settlemefars to it as “capital”, while the authors call it

“own funds of banks"QOF.
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capital ratio. The own funds of the bank are themeiot the ultimate residual, as
this is determined by the sum of the own fundshefttanks in the last peridaF,.,,
their retained earningU, and the proceeds of the new issues of shalegy,
minus the amount of non-performing loaN$)L:

OF, =OF,_, + FU, +Aehp,, - NPL (2.8)*

The balance-sheet constraint of the banking sysehus:

B, =M1+M2+OF,-L-H, (2.9)
where banks are assumed to provide loapand deposits (current and time deposits
denoted a$11 andM2 respectively) on demand. They also need to acgegerves,
Hp, from the central bank. The amount of Treasurlg 8, held by the banks will
normally fluctuate depending on whether the systesds them.

Table 2.1: Two possible balance sheets of banks

Standard accounting Macroeconomic accounting
Assets Liabilities Assets Liabilities
Bo M1 B M1
L M2 L M2
Hp Ay Hp Ay
OF, eb.py
Total Assets = Total Liabilities Assets — Liatds =V,

Source: adapted from Lavoie and Godley, 2006, p. 3G&xactly as in that source.

Note: L are loansM1 andM2 are current and time deposits respectivBlyis Treasury billsHy, is
reserveseb.py is the outstanding number of shares issued byshanktiplied by the price of each
share A, are advance®F, is the bank’s own funds, and, is the net worth of the banking system

from a system-wide view.

There is also a possibility of an overdraft in fimancial system, as in Europe.
It is also possible that banks borrow from eaclegtlas in the case of large city
banks in the US. In this type of financial systdéranks hold no Treasury bills but get

12 Table 2.1 is taken from page 15 of Lavoie and @pd(2004), which was incorporated in
Setterfield’s (2006) book. The equations are atamél in the book. Lavoie and Godley’'s works on

post-Keynesian economics is widely acknowledged.
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advancesA, at costr, (the borrowing rate) from the central bank; tistthe banks
borrow from the central bank, so that the balarme&’ constraint now becomes:
A =L+H,-M1-M2-OF, (2.10)

Thus, if the system is to function well at all, thévances must be provided
whenever they are needed. This may arise if holdehare holding a large
proportion of their money holdings as cash or & thserve ratios on money deposits
are high. There is also the possibility that bamidsl bills and receive advances from
the central bank as part of their liabilities. Wéhadr is the case, the supply of
reservesH, must equal the demand for reserves. This meatghé central bank is
always responding fully to the banking system’s dechfor reserves. This is in line

with the accommodationist view (discussed in Sec#@.2.1).

Similarly, in the macroeconomic balance sheet,nisteworth of the banking
system (from a system-wide view), may be positive : it becomes negative when
the whole banking system undergoes a severe e@vilisloss of regulatory capital
and the value of the affected banks may be negaltieee eb is the outstanding
number of shares issued by banks pgds the price of each share, which equates to
the banks’ market value. When the banks’ marketejab.p, is high, the net worth
of the whole banking system could be negative.ssence, the banks’ market value
may increase due to any share price increase aoguas a result of an increase in
profits (earnings) and potential increase in diadke This flow-through effect is

consistent with the dividend valuation theory dssrd in Section 2.4.2.

2.3.2.1  The Accommodationist approach

Although proponents of the PK theory accept thed&umentals of the
endogeneity idea in that loans cause depositshasdnt turn creates money supply,
there is still a debate among advocates of theheléry. That debate is between the

accommodationists (horizontalists) and the stradists. The disagreement mainly

13 Table 2.1 is taken exactly from a well-used souha only discusses what happens when credit is
created. Thus the terms in the table defined ol dagonly refer to consequential items in parthef t
balance sheet. It includes the shareholder valuBRgswhich can be equal to the market value of

shareseb.py as shown in the table.
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revolves around the central bank’s role in accomatind the demand for reserves,
which ultimately determines the slope of the mosegply curve. According to the
accommodationists, the central bank determinedete of interest rates and the
banking sector fully accommodate any demand fadiced any level of interest rate,
while the structuralists insist that full accommbaoia is not necessary and that
interest rates may increase endogenously (Pallé97)1L Both views will be
elaborated further in the following sections.

Exponents of the accommodationist view such as ®dd988, 1989),
Lavoie (1992 and Rochon (1999reject the classical loanable funds theory and
insist that money is generated by bank credit, igndsed for the production and
exchange of commaodities. Thus, money supply wapmd endogenously through
bank intermediation to any changes in the demandaéoking capital by firms. The
exogenous variable for this process of money @eaits the price of credit (the

interest rate), which is under the control of teatcal bank.

The process of money creation involves a sequehewemts starting from
the firms and running to the banks, and to theraébenk, as established by Moore
(1988. It starts with firms that require credit to fir@nthe expansion of their
business, be it a production process or to stamtva business. There are of course
other ways besides bank financing for a businessbtain credit; however, for
reasons of simplicity it is assumed here that bamkghe only means by which firms
or households can increase funds.

As banks are in the business of selling credity thél fully accommodate

the firm’s demand for additional funds with the doaterest rate determined by the

bank (,) as a mark-upr{) on the short-term interest rate set by the cebiak
(icg), bearing in mind the possibility of alternativeusces of finance provided by

liability management practices. Commercial barkssaer the discount rate pegged
by the central bank as exogenous, so that:

i =@1+m)ie. (2.11)
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By the mark-up approach, banks apply a margin torafinancing cost and
automatically grant all the funding demanded by pheductive economy (Piegay,
1999) in a competitive market. The banks’ lendiates are based on the funding
costs and the interest rate spread — the mark-apg(n) between the cost to banks
and the loan rate that the bank charges, whicleésled to achieve the bank’s profit

goal (Rousseas, 1998). Hence, banks are price-sakdrquantity takers.

As banks are unable to increase or decrease theneadf loans in their loan
portfolios directly on their own, but only indirégtthrough varying loan prices or
controlling selling expenses, loan volume is nohtodlable from an individual
bank’s perspective. Thus, at any point in time,Ksansually give firms a line of
credit, which largely exceeds their needs. Any sleai on the part of the firm to
draw on its credit line would automatically be gueel, at the agreed interest rate.
Such loans are automatically created with a mamgatecision from the bank. The
cost of borrowing is set in advance according ®ribk grade assigned to the firms,
based mainly on the absolute size of each firmfaieg assets (Lavoie, 1992). The
supply of credit is thus horizontal within the liiset by the norms of the financial
system, whether firms have access to credit at#eeded rate or not. These norms
include ensuring that loan requests meet the bamiceme and asset collateral
requirements, and the loan officers having to Batisemselves as to the credit-

worthiness of the project and the character obtbreower (Moore, 1988).

As banks are concerned with the liquidity of thassets, they rely on the
central bank as the last supplier of liquidity niler to meet any unexpected demand
for cash withdrawals or international transfersnéte the liquidity of banks as a
whole relies exclusively on the supply of resergshe central bank. Moore (1998
argues that the central bank must always accommduttk demand for reserves
and currency in order to fulfil its responsibilipf preserving the liquidity of the
financial system, that is, the central bank acta &nder of last resort. However, if
reserves are fully supplied at the initiative ohks, the central bank is able to set the
price of those reserves. Thus, although the cembimak is unable to control the
money supply in general, it can still choose theristerm interest rate at which
reserves are made available. Hence, under the acgadationist view, money supply

is perfectly interest-elastic (horizontal), as supply of loans is determined by the
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level of loan demand (see quadrant X of Figure ari) the short-term cost of funds
is pegged by the central bank (see quadrant W giréi 2.2). Due to this, the

accommodationist approach is also known as thetwtalists’ approach.

Figure 2.2: Accommodationist model (adapted from Péey, 1994, p. 74)

Interest
W Rate X
(1+ m) iCB ! LS
He .
! lce !
i 5 L
Monetary Base EH * i|_ * Bank Loang
| SR R S D_ ; ______
HY =(c+k, +tk, +€)D D=L/({L+t -k ~tk, ~¢)
Demand
Deposit$
Z Y

Figure 2.2 shows the equilibrium of a model frone thccommodationist
viewpoint* built by Palley (1994) where quadrant W shows shpply of reserves

(H *®) being perfectly elastic at the exogenously satreébank ratei(;). Quadrant

X shows the market for bank loans where the loapgly schedule I(°) is perfectly
elastic at a rate determined by the mark-up owerctntral bank rate, as in equation
(2.10). Quadrant Y shows the banking sector balsheet constraint where demand

deposits D) are determined from any given level of bank legdiL * ). Quadrant Z

determines the demand for reservad?() associated with the level of demand

1 palley (1994) usedl- to denote the central bank’s interest rate, whichis case was the Federal

funds rate. In order to be consistent, the cebtrak rate in this thesis is denotedily.
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deposits O*), which is linked to quadrant W to determine thatual supply of
reserves H *). The equations in quadrants Y and Z for the dehfanreserves and

demand deposits are derived as follows:

i =1+ m)ig (2.12)
LY =L(i,,A) (2.13)
LS+R‘+E*=D+T¢ (2.14)
T =tD (2.15)
R? = kD +k,T* (2.16)
E'=eD (2.17)
C%=cD (2.18)
HY=c+R"+E‘ (2.19)
L =L° (2.20)
M=C’+D, (2.21)
where:

L* = bank loan demand,
I, = bank loan interest rate,
m= bank mark-up,

icg= central bank interest rate,

L° = bank loan supply,
RY = required reserves,

EY = demand for excess reserves,

D = demand for checkable deposits,

T = demand for time deposits,

k, = required reserve ratio for demand deposits,

k, = required reserve ratio for time deposits,

t, ¢, e= ratios of time deposits, currency and excessrves to checkable deposits,
H ¢ = demand for monetary base (reserves),

C® = demand for currency, and

M = money supply (narrow);
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with equation (2.12) being the loan pricing equatwhere the loan rate is a fixed
mark-up over the short-term interest rate set lgydbntral bank. Equations (2.13)
and (2.14) are the loan demand and loan supplydsté® respectively. Equations
(2.15) to (2.18) describe the demands for time diégporeserves, excess reserves and
currency respectively as fixed proportions of thamdnd for checkable deposits,
while equation (2.19) explains the total demandréserves. Equation (2.20) is the
loan market clearing condition (equilibrium), arguation (2.21) is the definition of

the money supply.

Substituting equations (2.12) to (2.i0t) (2.20) gives:
L+ migg.A )

S +t-k —tk,—e) (2.22)
Putting equations (2.17) and (2.21) into (2.18)dgie
HY =(c+k, +tk, +6) (;(t(l:’kri“hi;/\_ )e) , (2.23)
and substituting (2.17) and (2.21) into (2.20) give
M = (L+¢) L(@+ mice,\ ) (2.24)

(1+t-k —tk,—e)

Hence, any changes in the short-term interestbgtéhe central bank will
change the level of bank lending and the money Iguggcordingly, the supply of
reserves will automatically adjust to fully acconuhate the increase in deposits.
Expansionary shifts of loan demand increase thel leizbank lending and raise the
level of checkable deposits, and hence both thewaand the broad money supply,
which in turn is expected to influence bank stoetums: the converse is true under
contractionary demand situation. This assumes ti& central bank fully
accommodates the demand for loans and hence reséiosvever, if the central
bank were unwilling to accommodate fully any in@es in loan demand and so
imposed a feedback rule whereby the central batekast rate would rise in response
to market pressures, then the supply of reseniesdsite would be positively sloped

as in Figure 2.3, in line with the structuralistgw.
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2.3.2.2 The Structuralist approach

Proponents of the structuralist view, such as W00, Howells (1995)
and Rousseas (19B8naintain that banks do not fully accommodatedémand for
credit as the accommodationists propose, because bdmks always use a
combination of price and quantity rationing in thieian-making. For this reason, the
structuralists argue that money supply is upwaogisly (quadrant X, Figure 2.3), as
they believe that central banks only partially anowodate the demand for reserves,
which will increase interest rates due to marketspures. This makes the supply of
reserves a positive function of the central ban&.rdhe central bank has no control
over total reservesH ®), as this is determined by the quantity demandebamnks to
support their lending and deposit-taking activitieewever, the central bank is still
able to alter the mix of borrowedBF) and non-borrowed reservedNBR) to
achieve its target, thus:

H* = NBR+BR. (2.25)

Figure 2.3 The structuralist model (adapted from PHey, 1994, p. 76)

Interest
w Rate X
Monetary Bank Loang
HY =(c+k. +tk. +€ D=L/(1+t-k —tk,—€)
Z Y
Demand
Depositg
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Additionally, Pollin (1991) argues that it is théamging structure of the
liability side of the balance sheet of banks, rath®n the asset side, that is
responsible for the upward-sloping curve. Nevedsgl this behaviour would lead to

the same endogeneity of money supply.

Bank behaviour can be seen as that of a profit-mising firm. As money
creators, banks require guarantees against dafak#f, which make interest rates
fixed in a partly endogenous manner. With the stmadist view, the commercial
banks no longer apply a uniform mark-um ) of the short-term interest rate pegged
by the central bank; they instead take their liguidreference into account, which is
their risk assessment (Piegay, 1999). (The liquidreference of different economic
agents such as households and firms will be diecussrther in Section 2.3.2.3.)
Banks’ liquidity preference, which is expressedtamms of risk premium &),
influences their responsiveness to the demand riditc Thus, the interest rate on
loans is (as per Deriet and Seccareccia, 1996):

i, =[1+m(e)]ies 2 (2.26)

Hewitson (1995) asserts that as the banks incréese amount of credit
extension, they will face greater risks and demkanger guarantees. This leads to
higher interest rates as the volume of credit iases (Piegay, 1999). By changing
the mix of their assets and liabilities, banks avke to obtain cheaper funding rather
than relying solely on reserves, especially whendéntral bank raises interest rates
in response to a strong demand for reserves. PEIRY7, 1994) explains that in
asset management, banks hold secondary reservie, edist in the form of holding
bonds, to buffer any changes in loan demand ara ddsnands for checkable and
time deposits. Thus, if there are any unexpectethdrnawals of deposits into
currency, banks will sell their secondary resertesfund the outflow; and
alternatively if there is an increase in loan dedhamdividual banks will sell

secondary reserves to fund the additional lendimgessence, Palley (1994) asserts

'3 This equation is originally derived by Roussea®8§) (similar to equation (2.10) used by Palley
(1994)) and modified by Deriet and Seccareccia §198 account for perceived risk in the financial

system.
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that the banks perform their own internal open retdperations between their
portfolios and those of the non-bank public. Altgbuthe total stock of reserves
remains unchanged from these transactions, thewdhe banking system to fund

more loans.

Liability management on the other hand is, as La\{@P92, p. 212), states,
“the ability of banks to increase their lendingiaty by borrowing funds which
appear on the liability side of the balance she&tout having to dispose of their
marketable assets, mainly Treasury bills”. Throlighility management, banks are
able to fulfil the demands of their borrowers byppglying credit at the banks’
lending rates, as long as the banks’ norms arsfigati Structuralists, however, have
long criticised this argument, questioning the ogafor banks to engage in liability
management if the central bank can accommodatereeqreserves, as claimed by
the accommodationists (Pollin, 1991). Rochon ()988rees that perhaps banks
would engage in liability management to meet thegerve needs, but he adds that
banks may also practise liability management bexagserves represent an implicit
tax on banks and a loss of potential earnings. Riégss of whether central banks
accommodate reserves or not, banks still activelgage in asset and liability
management, as in the case of Canada, where resequeements have been
abandoned (Rochon, 1999).

Palley (2002) proposes that the structuralist madsimilar to the Bernanke-

Blinder model discussed in Section 2.3.1, where rttey multiplier,my () and

loan multiplier m () perform the role of bank liability and asset mamaget

respectively. In the asset management case, apaserin the demand for loans
pushes loan market interest rates up, making bawok® out of bonds and into loans.
Alternatively, in managing liability, banks raisates paid on deposits to attract more
funds. The profit-maximising behaviour of banksvds them to equalise marginal
costs and returns across different financial markdhis behaviour allows the
financial sector to accommodate increases in créeiand. It also explains the
movements of the loans and deposit multipliers answers the question of why

endogenous money supply responds positively to dieamand shocks.
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2.3.2.3 The Liquidity Preference approach

In setting the mark-up over the short-term interase, banks may display
different degrees of liquidity preference in distirsituations (Minsky, 1975). Dow
and Dow (1989) suggest that liquidity preferencea igreference for a liquid asset
over any illiquid assets. Banks distinguish am@ujential borrowers by risk
category and are likely to have higher liquidityef@rence. Thus, for riskier
borrowers, banks tend to adopt a very cautious imgndehaviour. Liquidity
preferenc® affects the behavioural functions of householitend, banks and the

central bank and in turn the money supply procéasy, 1995).

The liquidity preference for households affects theney supply process in
two ways: either through the composition of the $eholds’ portfolios, or through or
their size. In the case of the former, when houklshare more willing to exchange
cash and current deposits for short- and long-tassets, firms’ profitability will
increase, and this in turn will reduce their deméordfinancing any future working
capital expenses. On the other hand, when househotdwilling to incur mortgages
and consumer loans to finance the purchase of cahtie®y therefore changing the

size of their loan portfolios, they influence themey supply process directly.

As for firms, they may change the composition oé€ithportfolios by
exchanging liquid for less liquid assets. For exemghey may exchange cash and
deposits either for direct purchase of capital good for an indirect purchase by
acquiring securities in the financial markets (Fmat, 2003). Firms may also change
the size of their portfolios by incurring busindeans to finance the production of
new goods and services. On the other hand, firmg adapt a more conservative

borrowing behaviour or more liquid portfolios.

Structuralists insist that banks have their owruitigy preference. They
argue that an expansion in the economy alone mieeterest rate rise. This is

® Some authors, for example, Shanmugam, Nair an(2@®3) and Nell (2000) describe liquidity
preference as another approach in addition totheramodationist and structuralist approach. Others
— for example, Dow and Dow (1989) — explain ligtydpreference as part of the structuralist

approach. In this thesis, we maintain three diffeepproaches.
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because as firms rely increasingly on external dwing (and as banks meet the
credit demand of firms), both firms and banks Wwélcome illiquid. Hewitson (1995)
explains that banks will vary their propensity taka advances of a given expected
riskiness depending on expectations as to the vefualternative assets and the
degree of confidence in those expectations. Defagificourage a move to more
liquid portfolios and an increase in the mark-ughe loan rate. Wray (1995) states
that the liquidity preference of bottanks and borrowers plays an important role in
determining the price and quantity of credit; sattlygiven a state of liquidity
preference, any balance sheet expansion, capitdl reserve leveraging, and
exceeding of prudent margins of safety, can occly at rising interest rates. As a
result, banks have to charge higher rates to cosgperfor the risk of increased

illiquidity, as inferred by Rochon (1999).

The liquidity preference of the central bank inflees the money supply
through the short-term interest rate (the interats on which market rates are based).
Therefore, it represents an important monetarycgohstrument of the central bank.
The liquidity preference of the central bank maseras a result of changes in the
economy, such as changes in the general leveliogégor the exchange rate, or
dramatic swings in the financial markets. In sueélses, the central bank is less
willing to accommodate the bank’s demand for resenif such is the case, then
being less willing to exchange liquid for less lidj@assets (that is, to make a change
in the composition of its portfolio) means that #entral bank would increase the
short-term interest rate (Fontana, 2003). Thisésfeedback rule. This implies that
the structuralist and accommodationist views areplationally equivalent.

As noted above, different groups of economic agemése different
preferences concerning how much money they wistold. Howells (1995) explains
that any increase in credits may not result in @esponding increase of deposited
money. This is because liquidity preferences or esasther motives may induce
owners of newly created deposits to transform tla¢neast partly into cash or into
assets of some other kind. In this regard, thetexé® of an independent money
demand function would place constraints on theitghof loans to create deposits.

This means that not only do loans create broad snosepply, as the
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accommodationists suggest, but also that causality from broad money supply to
bank loans.

The discussions in the sections above have foooisgde banking system as
a whole. The nexus is that the banking system isngortant factor in the economy,
especially with respect to the monetary transmissioechanism, regardless of
whether money supply is exogenous or endogenousetAer, each bank is a profit-
maximising firm and has its own asset and liabililanagement strategies. The
following section discusses the behaviour of indiinal banks and the consequences
of their actions towards the banking system. Fal@amhis, a discussion on how
bank stock returns are determined is given andetfieient markets hypothesis is

explained.

2.4 Bank stock returns

The discussion has so far focused on aggregatesl{timk shaded part of Figure 2.1
on page 10), bearing in mind the question of exogenand endogenous money
supply and the part that banks play in the mondtarysmission mechanism. Banks
can be seen as special in this case. However, bmrkalso be observed as profit-
maximising firms. In such cases, each individuatks behaviour may affect the
banking system as a whole. The following sectiotl discuss this theory further.

Following this, a discussion on equity valuationl e provided.

2.4.1 Bank behaviour

Minsky (1982, 1986) developed the financial fragilhypothesis, which
maintains that the relation between the bankindesysand the trend to financial
fragility during the upturn of the business cydlastrates how a crisis can occur as
an endogenous result of these units’ own econogmamics. Dymski (1988), Wray
(1990) and Kregel (1997) build on Minsky’s (198Bgo6ry in that banks in uncertain
environments seek to base their behaviour on thestomers’ histories and also the
average behaviour of other banks. This means thheibanking system as a whole
is expanding or contracting credit, most individi@nks will follow suit. Under

uncertainty, this is the safe way to compete witineo banks, as it guarantees both
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market share and institutional reputation. Thisawetur tends, however, to amplify
the scale of business cycles.

As Alves Jr., Dymski and de Paula (2004) argue, thkance sheet of an
individual bank is partially determined by the mgement decision on how
aggressively to expand credit, and partly by tHarze-sheet position of other banks.
Using Minsky’s (1982, 1986) financial fragility hgghesis, they show that there are
factors that may alter an individual bank balantees, such as the banks’ adoption
of different strategies for profitabilityand the speed of the loan expansion of the
bank. That is, the more aggressive bank will beenforancially fragile (as it loses
reserves to other banks) and at the same timellittakie on higher liquidity and

insolvency risks.

Applying the PK theory, Alves Jr., Dymski and deuRa(2004) suggest that
the bank’s pro-cyclical behaviour towards bank baray amplify economic growth
during the upturn of a business cycle. On the oliaerd, during a downturn, as the
amount of bad loans in the banking system increasdsbanks’ expectation about
the future worsens, all banks tend to contractrtoeedit supply due to a rising
liquidity preference. Their borrowers’ expectatioalso become pessimistic, thus
causing deterioration in the quality of overall katredit portfolios, which may
amplify the cyclical downturn. This has consequenioe the pricing of the banking

stock?!®

How well a bank manages its assets and liabildigsng the peak or trough
of a business cycle is evident through its shaieepin order to be able to relate the
loan creation of the bank to its stock price, ttendard dividend discount valuation
model can be used. (In this thesis, the use of mearent models will be refrained —

free cash flow, for example — that are sophistitaepansions of this model). The

" The authors only presented loan-making as a gyatit acknowledge that there are other choices
such as branch networks, whether to offer new kofd8nancial services, whether to reduce credit
risk through securitisation, whether to merge wither banks or non-bank firms, and the like.

18 Alves Jr., Dymski and de Paula (2004) discuss &@mses regarding banking strategy and the effect
it has on different stages of the business cycles Thesis will not elaborate on these stages, and

interested readers are directed to the paper.
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next section will briefly discuss the valuationexfuity, using the dividend discount

valuation model.

2.4.2 Equity valuation

The Gordon's (1962) dividend discount valuation el@pecifies that stock
price P, is the present value of the expected stream ofleindsD; growing at ag-
rate of growth (which can be constant or variablistounted at the required rate of
return or discount raté (the third term of equation 2.27a). Thegitself can be
divided into risk-free rate; and the market risk premiunp, scaled by the riskj3 .
Also, if the dividends grow at a constant rate fimdtely, then the numerator of the
general model (the first term of equation 2.27a)dneesD,(1+g)"as in the second

term of equation (2.27a).

This theory was used by Keran (1971), Homa andedaffl971) and
Hamburger and Kochin (1972) to test the theory ohay supply influencing stock
prices. Over the years, the theory has been extefrden the general valuation
model to include earnings components as in equafib@7b). Therefore, the

activities of a bank can be calculated in termgso$tock price:

-\ D, _< Do+ g)t _Dy(+09) 2.27

i _tzzll(1+ k.) _;(1+rf +,6’irp)t ~ (k.-Q) ( 3

_axEP§@+g) _ axEP§(+g)
(k-9)  (k.-(€-2)xROE)

where Py is the current price of the common sto€k, and D; are the current and

R

(2.27b)

expected dividends respectivelf), is the beta of the bang,is the constant rate of

growth of bank stock dividenda,is the payout ratd&;PS is earnings per share in the
next period, andk is the discount rate, which includes the risk-frae,rs, and the

market risk premiumgp. Also 1la is the retention rate arRIOEis return on equity,

which is equal to net income divided by equity.l&@ing changes in credit creations
in banks, changes must take place from the regudtamnings and then the dividends
andg as well. The net effect would lead to a price dffadich can be measured as
the industry stock returns for the whole banking@eor for each bank stock return.

The change in the prices of the shares over anypeviods (example over a month
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or gquarter) may be used as representing the reaoficchares to events such as

money supply changes.

Here, any changes, up or down, in the market isteete by the central bank
may change the bank’s interest-sensitive expensksegeipts. However, the change
in interest-sensitive expenses may be offset bgrést-sensitive income or interest
sensitive income may exceed the expenses. If tterest-sensitive income and
expenses do not equal each other, then a gap ,aasisésdecision-making by the
bank’s management team — for example, a decisguitieg in fee income activities
— becomes especially important. Depending on theooue of the interest rate gap
considerations of the bank’s management, changegdrest rates may thus lower
the bank’s net interest income. Thus, the valuéhefbank’s stock will tend to fall
because the value of future dividends is expedeatttrease: the converse is true if
otherwise. If there are decreases in expectedelidsl combined with an expectation
of increasing risk by investors in the bank’s statlen the value of the bank’s stock

will also decrease (Rose, 2002).

The dividend valuation model can be related to thenk firm and
subsequently connected to the macroeconomic balsimeet discussed in Section
2.3.2. An increase in loans and deposits, provitdatthere is still a high profitable
margin, will affect dividends. From the dividendlwation model, this effect will
then increase share prices: otherwise a contrdegtedvill result. From Table 2.1,
one can deduce that this increase, assuming théeruoh shares remains constant,
will make the net worth of the banking system puesitprovided non-performing

loans are low.

As the risk-free raterf) is a direct function of market interest rates, an
increase (decrease) in the market interest ratehane a negative (positive) impact
on the bank stock price, everything else held edqited risk premium depends on the
uncertainty of the future values of the growth satédividends and the level of price
of the risk-free asset. As the variability of irgst rates increases, then the
uncertainty or variability in the economy will riseaking the risk premium increase
and hence causing the stock price to fall. Ros@Zpexplains that the value of the

bank stock will decrease through higher risk prensiyeither because the bank’s
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perceived level of risk has increased, because ikean increase in its loan losses, or

because of heightened investor perception of gieness of the bank.

2.5 Empirical evidence on money supply and bank stocketurns
Empirical evidence relating to the PK theory of egehous money, exogenous

money and bank stock returns is presented in uisas.

2.5.1 Exogenous money supply

The traditional Keynesian approach to test mon@ylsueffects oreconomic
activity (financial activity is still not studied) uses #@ustural model in which a
system of equations describes the behaviour ofsfaand consumers in the economy
and how they operate. In an old study, Scott (1966ihd that, consistent with the
ISLM framework, money supply and income affectetériest rates. Using dummy
variables from reading the minutes of the Federper©Market Committee to
indicate periods of tight money, Romer and Rom&9Q) found that M1 tends to
drop faster than bank credit in the wake of conitbaary monetary policy, and that
bank credit growth lags behind money growth. Thegotuded that their findings

were consistent with the money view.

Although Bernanke and Blinder (1988) extended tBeM model to show
that bank loans are important, they found thahe1980s, money shocks were more
important in the US relative to credit shocks. Heere they concluded that there was
no strong evidence to reject the credit view. Usmanthly aggregate data from 1959
to 1989, Bernanke and Blinder (1992) obtained simfindings to those of Romer
and Romer (1990). Yet Bernanke and Blinder intégateheir evidence as being
consistent with the credit view, because they fotimat contractionary monetary

policy is followed by a decrease in the volume ggr@gate bank lending.

Most of the previous literature has used aggreght@a in its studies.
However, a problem of identification arises whemgsaggregate data in that it may
not be possible to disentangle credit supply anthahel effects, a necessary

condition for deciding whether a distinct lendirttaonel exists. Kashyap, Stein and
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Wilcox (1993) suggest that a decrease in loanscatimg with a decrease in output
may not imply causation. They suggest that theedsss in loans may rather be due
to a decrease in loan demand, and not to a decreaseipply following a

contractionary monetary policy. Thus, the tradiibmoney channel may cause the

decrease in output, and bank lending follows pa$giv

In order to solve the identification problem, Kaapy Stein and Wilcox
(1993) used US disaggregated data (bank loans @ndhercial paper). They found
that tighter monetary policy leads to a rise in omrcial paper issuance while bank
loans fall, suggesting that contractionary polian aeduce loan supply. They also
found (after controlling for interest rates andpuij that these shifts seem to affect
investment. Similarly, Gertler and Gilchrist (1998)d Oliner and Rudebusch (1996)
found that there is a reduction in loan supply,ntyaio households and small firms,

following a contractionary monetary policy.

Other studies of the US investigate whether mogegtaticy has a different
impact for banks of different asset sizes. Kashgag Stein (1995), Kashyap and
Stein (2000) and Kishan and Opiela (2000) found #hbank lending channel exists
and is mainly transmitted through small banks. $imahks have more problems of
asymmetric information than large banks and thu® maore difficulties substituting
non-deposit sources of external finance (Lensink@iterken, 2002). Large banks are
able to shield their loans portfolio against monetshocks as they hold a larger

buffer of liquid assets.

On an international level, evidence for the bamidieg channel is mixed. In
Europe, de Bondt (1999) found evidence of the Hanking channel in Germany,
Belgium, Italy, France and The Netherlands; butsignificant effect of a bank
lending channel in United Kingdom. This was suppoty Kakes and Sturm (2002)
and de Haan (2003), who found the bank lending mblam Germany and The
Netherlands respectively. Altunbas, Fazylov andyveux (2002) found, out of 11
EMU countries tested, a bank lending channel anlyaly and Spain.

Favero, Giavazzi and Flabbi (1999) found no evident a bank lending
channel in France, Germany, Italy and Spain dufifg§2, and Kakes (2000) and
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Garretsen and Swank (2003) found none for The Meth#s. Hernando and Pagés
(2003) supported the findings of Favero, Giavazai &labbi (1999) for Spain.
However, Chrystal and Mizen (2002) and Huang (2@08)find evidence of a bank

lending channel in the UK.

Guender (1998) did not find a bank lending chammélew Zealand, while
Ford, Agung, Ahmed and Santoso (2003) found sudpora bank lending channel
in Japan prior to 1984 but none after 1985. Alf&aycia, Jara and Franken (2005)
and Golodniuk (2006), using a panel of bank balasteet data, found support for a
bank lending channel in Chile and Ukraine. Alsdyamk lending channel exists in
Portugal (Ferreira, 2007) and in Colombia and Atigen(Gomez-Gonzalez and
Grosz, 2007).

These mixed results are attributable to the diffeeein time periods tested, to
differences in methodologies, and also to the difie proxies used for monetary
policy stance. Most of the empirical evidence thatls a bank lending channel
concludes that it is transmitted mainly through Brbanks. The results also show
that undercapitalised banks are more affected twemage banks by a change in
monetary policy. Table 2.2 summarises the empiggalence on the credit view, in

particular the bank lending channel.
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Table 2.2 Empirical studies relating to exogenous amey

Author (Year) Country Data Methodology Findings
Is there a bank lending channel?

Bernanke and Blinder (1988) us Q: 1953:1-1985:4 Regression No but concluded tiexetwas no
strong evidence to reject the credit view

Bernanke and Blinder (1992) us M: 1959-1989 VAR Yes

Kashyap, Stein and Wilcox (1993) US Q: 1964- 1989 Causality tests Yes

Gertler and Gilchrist (1993) us Q:1975:1-1991:4 VAR Yes

Kashyap and Stein (1995) us Q:1976:1-1992:2 Regression Yes

Oliner and Rudebusch (1996) us Q:1973:4-1991:2 GMM estimator for DPDM Yes

Guender (1998) New Zealand Q: 1965:1-1995:4 Regression No

de Bondt (1999) Germany, Belgium, NetherlandsytdK, France  Q:1980-1996 Regression Yes for GeymBelgium, France, Italy
and Netherlands but No for UK

Favero, Giavazzi and Flabbi France, Germany, ltaly, and Spain A: 1992 Regrassio No

1999

E(ashy)ap and Stein (2000) us Q:1976:1-1993:2 Regression Yes

Kishan and Opiela (2000) us Q: 1980:1-1995:4 PDR Yes

Kakes and Sturm (2002) Germany Q: 1975:1-1997:4 VECM Yes

Kakes (2000) Netherlands Q:1979:1-1993:4 VECM No

Altunbas, Fazylov and Molyneux 11 EMU countries: Austria, Belgium, Finland, A: 1991-1999 PDR Yes in Italy and Spain only

(2002) France, Germany, Ireland, Italy Luxembourg,
Netherlands, Portugal, Spain

Chrystal and Mizen (2002) UK

Huang (2003) UK

Garretsen and Swank (2003) Netherlands

de Haan (2003) Netherlands

Hernando and Pagés (2003) Spain

Ford, Agung, Ahmed and SantosoJapan

(2003)

Alfaro, Garcia, Jara and Franken Chile

(2005)

Golodniuk (2006) Ukraine
Gomez-Gonzalez and Grosz Colombia and Argentina
(2007)

Ferreira (2007) Portugal

Q:1977:4-1998:1

A: 1975-1999

M: 1982.12-1996.12

A: 1990-1997
Q:1991-1998
M: 1965:1-1999:6

Q:1990:1-2002:2

A: 1998-2003

M: 2003:8-2005:11

A: 1990-2002

VAR and dynamic structural

modelling
GMM estimator for DPDM

VAR
GMM estimator for DPDM
GMM estimator for DPDM
VAR

PDR and VAR

PDR
PDR

PDR

Yes

Yes
No
Yes
No
Yes prior to 1984 and noneraft985

Yes

Yes
Yes

Yes

Note: PDR=Panel data regression, GMM estimatoDiBDM= Generalised Method of Moments estimator fgmainic panel data model. A, Q, M is annual, quirtand

monthly data respectively.
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2.5.2 PK theory of endogenous money

Using different methodologies, the empirical eviceewn money endogeneity
supports the PK theory in that loans cause dep@sitsin turn deposits cause money
supply, which in turn influences bank stock returfigble 2.3 (page 38) summarises

the empirical evidence on the PK theory of endogemoney.

Arestis (1987) used a structural equation modehgusiata over the period
1964:Q1 to 1985:Q1 to test endogeneity of monethenUK economy. His results
showed that bank lending to the private sector demand-determined, with the
monetary authorities having little means of inflaeg it. He also found evidence
that the money was primarily credit money, creabgdthe banking system in

response to loan demands.

Applying a series of Granger-Sims causality testsvben bank lending, the
monetary base and four different monetary aggregtte the US market, Moore
(1989) found that unidirectional causality ran frbank lending to the four monetary
aggregates, and from the monetary aggregates tantireetary base, except for
bidirectional causality between the monetary bageM2. In addition, he found that
the monetary aggregates were endogenous in bottUgend the UK, where
changes in the money wage bill (demand for worldagital) explained the changes

in bank credit, which in turn explained the chanigesredit money stock.

Foster (1992) developed a model of M3 from the nyangply perspective,
taking into account the existence of non-bank fam@ninstitutions and the use of
collateral by banks to assess the borrowers’ risk. found that property price
inflation appeared to have had a crucial role &y ph inflating M3 in the UK. The
same model was then used by Foster (1994) to hes®Australian M3 by using
ordinary and two-stage least squares. It was déteththat there was a very stable
endogenous money supply model in Australia and rigadt property value played a

key role in the determination of M3.
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Table 2.3 Empirical studies relating to endogenousioney

Author (Year)

Country

Data

Model / Method of

estimation

Money variable used

Findings

Arestis (1987)

Moore (1989)

Foster (1992)

Foster (1994)
Palley (1994)

Howells and
Hussein (1998)

Caporale and
Howells (2001)
Nell (2000)

Vera (2001)

Shanmugam, Nair

and Li (2003)

Holtemdller (2003)

Vymyatnina (2006)

UK

US and UK

UK

Australia
us
G7

UK

South Africa
Spain

Malaysia

Germany

Russia

Ahmad and Ahmed Pakistan

(2006)
Cifter and Ozun
(2007)

Turkey

Q:1964:1 — 1985:1

Q: 1965:1 — 1979:4 andsranger-Sims causality tests

1965:1 to 1978:2

Q: 1963:3 — 1988:2

Q:1967:4 — 1993:1
M: 1973:1 — 1990:6
Q:1957:1-1993:4

Q: 1966:1-1997:4
M: 1987:1 — 1998:10

Q:1985:1 — 2000:4

Q: 1975-1998

M:1995:7-2004:9

M: 1980-2003

Q: 1997-2006

Structural &gpn model

OLS and rewerkast

squares
OLS 284S

Granger catysali
Granger causality and

VECM

Toda and Yamamoto (1995)

causality tests

Grangeausality and ECM
Granger daydast

Granger causality t@sts

ECM

VECM

Grangersality test

Granger causality test

VECM

M3

Monetary base to M2

M3

M3
M1 and M2

Canada, Italy, US : M2;
Germany, France, Japan:
M3; UK: M4

UK: M4

M3
Various money multipliers

M3

M3
MO and M2
Neand broad money

Money base, M2

Money is endogenous; bank lendingdastrial and commercial
companies is the most important component of band#tihg to the
private sector

iditérctional causality from bank lending to mongtar
aggregates

Property price inflation has a crucial role mflating M3

Money supply is endogenous and stable stralia
Money is endogenous in favour of ttracturalist approach
Broad money is endogenous

Loans do cause deposits, even in the presehtotal transactions

Money supply is determinedogrehously
Money supplyciedit driven and demand determined

Support for accommodationist view: total banéirie cause M3
but no support for structuralist view: no causafityn total bank
loans to M3 money multiplier
Mgrstock and monetary base are determined endogignou

after the Bundesbank has set the interest rate

Money endogenous: supporaécommodationist and
structuralist approach

Money endogenous in the shofbutiexogenous in the long run

Moneyrid@genous and there is support for the
accommodationist view

Q, and M are quarterly and monthly data respegtiniECM is Vector Error-Correction Model, ECM is Err@orrection Model, OLS is Ordinary Least Squares 28LS is Two-stage

least squares.
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Palley (1994) provided Granger-causality evidenoe three competing
approaches to the determination of money supple. fiflst approach identified the
conventional money multiplier approach to money pbyp(the pure portfolio
approach); the second identified the PK accommodtis’ approach (pure loan
demand); and the third identified the PK structistadpproach (the mixed portfolio-
loan demand approach). He concluded that the sesudt in favour of the mixed

portfolio-loan demand approach (the structuralists)

Howells and Hussein (1998), using a causalityllased on cointegration and
the error correction representation, tested whethevad money supply is
endogenously determined in the G-7 countries. Tresults suggested that, in the
UK, the ability of the demand for loans to causea#its was constrained by the
demand for those deposits; that is, the willingnafsagents to hold newly created
deposits puts constraints on the ability of the aednhfor loans to create those
deposits, contrary to the Moore (1988) argument thare is no reconciliation
problem and that the demand for money is compledklgtic. Caporale and Howells
(2001) revised some of their earlier inferencegeemlly the reverse causality
running from deposits to loans found in Howells &hdsein (1998). They used tests
developed by Toda and Yamamoto (1995) to investigia@ possibility that earlier
causal inferences made from bivariate tests wegeriact due to the presence of a
third variable — total transactions. They foundt tidoile total transactions cause
deposits, there is no causal connection in anyctime between loans and
transactions; thus they concluded that even wetthird variable present, the core of

the endogeneity issue holds, in that loans do cdegesits.

Nell (2000) produced evidence that bank loans eceatoney in South Africa
over the period 1966 to 1997. There exists a lumgeointegrating relation between
money income and the M3 money supply over theestample period. Vera (2001),
using Granger causality tests for the period 198¥Y998, found support for both the
structuralists’ and the accommodationists’ appraacBpain. It was established that
Granger causality ran predominantly from bank legdio the various money
multipliers used, and it was confirmed that liglgilmanagement was significantly
utilised for the accommodation of loan demand,upp®rt of the structuralist view.

It was also found that the mark-up of the primalleg rate over the interbank rate
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appeared to fluctuate pro-cyclically, as claimedhsy structuralists. However, closer
inspection of the liquidity position of banks sugtgethat other factors, such as
changing market power and changing demand elassicbver the cycle, and
therefore not the structuralist approach, may exjtee pro-cyclical pattern of mark-

ups.

An interesting study by Pinga and Nelson (2001jeteshe monetarists’ and
structuralists’ theory using Granger causality desh 26 countries. It should be
stressed that their study focused on testing theatily between money supply and
prices (consumer, wholesale or producer price @gjievhere available, as a proxy
for inflation) and not money supply and bank loafisey found mixed evidence on
the causality between money and inflation for eaduntry over different lag
structures. Their results indicated that therdreng evidence of money endogeneity
in Chile and Sri Lanka and of money exogeneity unwdit, Paraguay and the US.
Other countries — Argentina, Brazil, the Centralrigdn Republic, Egypt, El
Salvador, Ghana, India, Indonesia, Iran, Italy, alapKorea, Malaysia, The
Netherlands, Pakistan, The Philippines, Singap8wja, Thailand, Tunisia and
Uruguay — exhibited either no causality or mixeddewuce, that is, bidirectional
causality. Pinga and Nelson concluded that couwtxigh high inflation were shown
to have an endogenous money supply respondindlé&ti@amary pressure, while low

inflation environments supported the monetaristwie

Similarly, utilising error-correction models andadger causality tests to test
the money endogeneity hypothesis, Shanmugam, Nhuairla (2003) found that
money supply was endogenous in Malaysia betwee®» B8l 2000. The results
supported the liquidity preference approach asethesis a long-run cointegrating
relationship between money income and M3 money Igugnd they provided
support for the accommodationists’ view as thers wausality between total bank
loans and the M3 money supply. However, there vaasupport for the structuralist
approach in Malaysia as there was an absence e&ligufrom total bank loans to
the M3 money multiplier.

Using a vector error-correction model (VECM) on @an quarterly data
over the period 1975 to 1998, Holtemdller (2003ynf@ that money stock and
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monetary base were determined endogenously afeeBtindesbank had set the
money market interest rate, a finding that oppasedmoney multiplier approach;
and there was a stable relationship between mawwek snd monetary base. There
was, however, one shortcoming stated in his papethat the money stock
formulated was simply the quantity of loans, whighs representative of M1, but

Holtemdller (2003) used M3 as a money supply végiabhis tests.

Vymyatnina (2006), using Granger causality overghaod 1995 to 2004 (a
relatively short period), found support for moneylegeneity in Russia. There exist
two sources of endogeneity in the results, in stppbthe accommodationists and
structuralists. Similarly, using Granger causalégts over monthly data from 1980
to 2003, Ahmad and Ahmed (2006) concluded that masmendogenous in the short
run, spanning a time period of not more than 18tmgrbut is exogenous in the long
run. Cifter and Ozun (2007) tested the monetanystrassion mechanism and money
endogeneity in Turkey. Using a VECM methodology rosesample period running
from 1997 to 2006, they found support for the acemdationist approach of the PK

theory of endogenous money.

The empirical evidence relating to money endoggnaliove is mainly
concerned with investigating whether money is eedogs. The next section

discusses the empirical evidence relating to bamtkseturns.

2.5.3 Empirical evidence on bank stock returns

This section will explore the empirical evidenceghwmiespect to bank stock
returns. Studies on macroeconomic variables, imotuagnoney supply and stock
index returns, will also be discussed in this sectl This section restricts the review

to bank and money supply relevant studies.

Most of the studies that use bank stocks investidgt the relationship
between the risk and returns of bank stocks (ChandeLane, 1980; Flannery and
James, 1984; Booth and Officer, 1985; Aharony, 8atsand Swary, 1986; Tarhan,

19 Empirical evidence to support the theory propdsgdlves Jr., Dymski and de Paula (2004) to the

author’s knowledge does not exist.
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1987; Bae, 1990; Dinenis and Staikouras, 1998;rLajed Dermine, 1999; Stiroh,
2006; lannotta, Nocera and Sironi, 2007; Uzun arebly 2007), (ii) the efficiency

of banks and its relationship to their returns (@i Casu and Girardone, 2006;
Kirkwood and Nahm, 2006; Fiordelisi, 2007) or (iiije determinants of bank stock
returns (Cooper, Jackson and Patterson, 2003; Gdddéolyneux and Wilson,

2004; Barros, Ferreira and Williams, 2007; Carbolvdale and Rodriguez
Fernandez, 2007). Recently, Berger and Bouwman82@@und that banks that
create liquidity are valued highly by investorsaingh their market-to-book ratio and

price-earnings ratio.

A number of studies, for example, Keran (1971), ldand Jaffee (1971) and
Hamburger and Kochin (1972) have found a significamd positive relationship
between money supply and stock prices, with mongply leading stock prices.
However, consistent with Fama’s (1970) efficientkess hypothesis, Rozeff (1974),
Pesando (1974) and Rogalski and Vinso (1977) fdabatl past money changes do

not contain predictive information on stock prices.

Since then, studies such as Pearce and Roley (12&8hell (1983) and
Pearce and Roley (1985) have focused on the uizated changes of money supply
and stock prices, where evidence shows that tlsesenegative relationship between
the two in the US studies. Hardouvelis (1987) asedythe response of stock prices
to the announcements of 15 macroeconomic variaridsconcluded that the NYSE
Financial Index has the strongest response to rapneews as the cash flows of
financial companies are directly affected by monetievelopments. Hashemzadeh
and Taylor (1988) found that there exists bidi@ual causality between money
supply and stock returns in the US. Mukherjee aradkaN(1995) found that the
Japanese stock market is cointegrated with six ee@onomic variables, of which
money supply is one (perhaps this study is direalgvant to this thesis). Dhakal,
Kandil and Sharma (1993), Abdullah and Hayworth9@)9 Lee (1994), Flannery
and Protopapadakis (2002) and Ratanapakorn andn&H@007) tested the long-run
relationship between macroeconomic variables (thioly money supply) and stock
returns in the US and also found that there isng-lmn relationship between stock
returns and money supply (amongst other macroecienaamiables, here too money

supply is identified).
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Most of these studies, however, use general stobdxi prices andot bank

stock prices in particul&f.

2.6 Discussion

This review of the literature suggests that rededas mainly focused on exogenous
or endogenous money or stock index returns andhleatffect of earnings (dividend
model) has not yet been studied in the money supphtext. But no study has
investigated these issues together, that is, thml&ineous relationship between
banking sector stock retursd the creation of money supply by banks. This has
been highlighted in Figure 2.1. The first questionthis integrated investigation is
to verify the money endogeneity. That is, whethenet the G-7 countriéShave
evidence in support of money being endogenous, uashgpothesis maintains.
Rejection of this hypothesis for all or some cowestrwould show that money is
exogenous for those cases. An associated isstmati€mdogeneity and exogeneity
need to be verified in terms of causality. This &8 achieved by using existing
econometric models to test for causality.

The nature of the post-Keynesian theory of endogenuooney is debated
amongst its proponents. Three views, accommodatiosiructuralist and liquidity
preference, evolve from the debates, mainly comegrithe amount of credit
demanded that banks accommodate, giving rise feréifces in the slope of the
money supply curve. Empirical evidence relatinghese three views has focused on
emerging economies and the US. Another avenuesefireh is to investigate which
of these three views is supported by the seventdearexamined in this thesis, if
money is found to be endogenous. These questionalsa be determined using the

latest econometric causality models.

2 Other studies, for example, Strongin and Tarh&@9(@), Li and Hu (1998), Rapach (2001) and
Funke and Matsuda (2006) investigate the effectaaifroeconomic announcements and stock returns,
however, as this thesis investigates the relatipnsétween the bank stock returns and money supply
as defined through the post-Keynesian theory obgadous money, these studies are not relevant to
this thesis in that respect.

L Russia, though a member of the G-8, is not indudehe thesis due to lack of data availability.
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Most empirical research regarding endogenous mdasis the causality
between bank loans and money supply, as deposigshbmaheld not only in the
transactional form but also in any form that cdonstis broad money supply.
However, post-Keynesians assert that loans cregpesits and in turn deposits
create money supply. This makes it possible thaosies may be an important
variable in the transmission from bank loans to eyosupply, as bank loans
acquired are immediately transferred into demanubsiégs and not only into other
types of deposits. Thus, it will be useful to usedd and Yamamoto’'s (1995)

causality technique to determine whether this trata causality exists.

Empirical studies relating to bank stock returnsvehaoncentrated on
investigating the relationship between the risk aeturn of bank stocks, the
efficiency of the banks and its relationship wittank stock prices, or the
determinants of bank stock returns. The unstudesdie here is the relationship
between money supply — be it endogenous or exogen@and bank stock returns.
The relationship between exogenous money suppbctaiiy bank stock returns is
exhaustively explained via the liquidity effect portfolio balance effect. The
direction of the endogenous money supply effedbamk stock returns is interesting,
as the transmission from changes in interest tatebte central bank (following the
PK theory), as it moves through loans and is tlieeréd into bank stock prices, has

not been investigated.

Previous literature argues that money supply arteromacroeconomic
variables do have an important impact on stockegria general: money supply in
general is positively related to stock prices, givee impact of money supply
increases on reducing the discount rate via th&ehamterest rate. For example, an
expansionary monetary policy may increase stockeprias the increase in money
supply means that the public will have more moreegdend, especially in the stock
market. In this regard, the dividend valuation tiyga the finance literature appears
to suggest that increases in money supply whicluaednterest rates mean that
investment can be financed cheaply, resulting icreased earnings and hence

increased stock prices.
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The central issue is the link between money suppdymonetary economics
issue — and bank stock returns. An examinationhisf issue is likely to add new
findings about the dynamics of bank stock pricedvedur arising from money
supply. In this thesis, a model will be developedthe purposes of investigating this
central issue. By combining the findings as to Wketmoney is endogenous and
whether there is a relationship between money suppt bank stock returns, a
simultaneous model may be able to answer the quesif whether there is a
simultaneous relationship in the financial econ@mésue. These discussions will be
further elaborated in the ensuing chapters. Ch&pvweitl provide an overview of the
financial system and monetary policy adopted by@h@é countries included in this
thesis. Chapter 4 will develop testable hypothdsesed on the discussion in this

chapter and a testable model, while Chapter 5paalvide the results of the tests.
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Chapter 3: Overview of the Financial System and
Monetary Policy in the G-7 Countries

3.1 Introduction

The countries examined in this thesis have devdldipancial systems as well as a
history of changes in their monetary policy regim&his chapter discusses the
history of the financial systems and monetary pedicof the G-7 countries. These
will be discussed in the sequence of first the aore countries — Canada, Japan,
United Kingdom (UK) and the United States (US) Hofwed by the euro countries
of France, Germany and Italy. The Exchange Ratehist@sm Crisis and the
foundation of the euro will also be discussed is tthapter, since the data span the
pre-euro period. Further, identification of timeripds to control for the regime
changes and regulatory changes within the econanmatidels to be developed in
the next chapter will depend on verifying the mamgtpolicy changes in the

countries. These are fully explored in this chapter

3.2 Canada: Financial system

In 1967, the Bank Act was amended in Canada asstastep in a financial
deregulation that included the elimination of thpecent ceiling on the interest rate
on bank loans (Freedman 1998). Banks were alsoilprath from making
agreements with any other banks on the rate ofastaid on deposits or the rate of
interest charge on loans. Thus, as indicated byiKsly and Schmukler (2003), the
determination of interest rates on loans was teftnarket forces. The amendments
also eliminated restrictions on the banks’ involesmn in residential mortgage
financing, so that they could invest in non-insum@d conventional mortgages.
Furthermore, when the 10 percent ownership limittba shares of banks was
introduced, banks were prohibited from owning trosmpanies in order to ensure
that Canadian banks remained under domestic owipesisld control and to prevent
any concentration of ownership. Deposit insuranoe fanks and for trust and
mortgage loan companies was also introduced in dzarfa@llowing the financial

difficulties of some trust and loan companies.
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In 1973, chartered banks were allowed to borrovwoathr and corporations
were allowed to issue bonds abroad, although theng wubject to some guidelines
and controls (Kaminsky and Schmukler, 2003). Notrads were in place on foreign
exchange transactions at this time. There were atsa@ontrols over inward or
outward portfolio investment for stocks. Howevehere were some specific
restrictions on inward direct investment in broadicey, telecommunications,
transportation, fisheries, and energy and finarsgavices. In 1974, chartered banks
were given greater freedom to conduct foreign cwayeoperations. Following this,
in February 1975, the 1970 guideline that reque§tadadians to explore fully all

available sources in the domestic market beforgrnigsbonds abroad was lifted.

The Bank Act was again amended in 1980. This tilme amendments
allowed foreign banks to establish subsidiariesGanada, although they had
restrictions on the total size of the bank busin&sgse were removed in 1989 for
US banks as part of the Canada-US free trade agréem 1994 for Mexican banks
as part of NAFTA, and in 1995 for the rest of tbeefgn banks’ subsidiaries as part
of the world trade negotiations. The Canadian FamAssociation (CPA) Act was
passed in 1980 to allow banks and non-bank depaigitg institutions to take over
from the Canadian Bankers Association the respaitgifor running the cheque-
clearing system. The CPA was given responsibibtydlanning the future evolution

of the Canadian payments system.

From 30 June 1987, there was no longer any limitimrestments in
securities firms by Canadian financial institutionson-residents were permitted to
own up to 50 percent of an existing securities ffrom this date, and up to 100
percent from 30 June 1988. Direct entry into théa@a market by foreign securities
firms was also permitted without limit from 30 Jufh@87. Reserve requirements
were phased out in the early 1990s (Williamson &fahar, 1998). The “Four
Pillars” system was largely eliminated in 1992,iggvFederal financial institutions
the power to diversify into new financial businesgbrough financial institution
subsidiaries. As a result of the 1987 and 1992naments, Canadian financial
institutions were able to develop into financiahgtmmerates, with involvement in a

wide variety of financial areas.
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3.2.1 Canada: Monetary policy

In 1975, in response to the persistence of higlatioh during the 1970s, the
Bank of Canada adopted a narrowly defined monetayyregate (M1) under a
program of “monetary gradualism” whereby M1 growtbuld be controlled with a
gradually falling target range. When this aggredaeame increasingly unreliable
and turned out not to have been all that helpfiddhieving the desired lessening of
inflation pressures, it was abandoned as a targ@ovember 1982, with Gerald
Bouey, the governor of the Bank of Canada desdilire situation by saying, “we
didn’t abandon monetary aggregates, they abandog&@Mishkin, 2000, p. 102).
As the Bank of Canada was not able to find anradiére monetary aggregate target,
monetary policy in Canada between 1982 and 1991 eaased out with price
stability as a long-term goal and inflation contaent as the short-term goal, but

without an intermediate target or specified patthtalonger-term objective.

Thiessen (1998) explained that in February 199 Biink of Canada and the
Government of Canada jointly announced targetghfercontrol of inflation, which
confirmed price stability as the appropriate loagyt objective for monetary policy
in Canada and specified a target path to low iwffatAt the end of 1992, a target
rate of 3 percent for the 12-month increase in @wsumer Price Index was
announced. It was to be followed by reductions.®gercent from mid-1994 and 2
percent by the end of 1995. These targets hadnd lb& plus or minus one
percentage point around them. The announcemeatsfisd that after 1995 there
would be further reductions of inflation until peicstability was achieved. In
December 1993, it was agreed that the 1 to 3 petaaget range for inflation would
be extended through to 1998. In February 1998, gineernment and the bank
announced that the 1 to 3 percent target rangedamilextended again, this time to
the end of 2001.

3.3 Japan: Financial system

In 1947, the Temporary Interest Rate Adjustment L@WRAL), which
provided the principal framework for interest rattrol in Japan, was introduced.
It allowed the Bank of Japan to develop detailedigjines for ceilings on deposit

rates and on short-term lending rates, as wellnasates of discounted bills with an
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amount greater than ¥1 million and a maturity afsl¢han one year (Kanaya and
Woo, 2001). Due to this interest-rate control,réhevas very little interest-rate

variation among different financial institutionsJapan.

In 1959, controls on lending rates were loosened #re Federation of
Bankers Association of Japan introduced a systenhgét short-term lending rates
between the official discount rate and the ceilimgposed by TIRAL. This system,
however, was abolished in 1974. In 1979, the ddatign of interest rates started,
and controls on inflows were eased. In Januaryhefdame year, the prohibition
regarding non-residents’ purchase of bonds witkeraaining maturity of less than

five years was entirely lifted.

The Japanese authorities implemented major refalunsig the 1980s that
included the deregulation of cross-border traneastand improvements in access to
foreign financial institutions. Starting in July 8® Japanese corporations were
allowed to issue bonds abroad, provided that advantice was given. Deregulation
continued during the 1990s, with lending rates ¢pemmarket-determined. Kozuka
(2005) notes that, as a result of the massive tstralcreforms undertaken in the
1990s, Japan is now characterised by a principlearhpetition rather than a

“convoy system”, or a set of regulations, as iten@s.

By the end of 1991, interest rates in almost aletdeposits held by corporate
clients were fully liberalised. Also, the share d#posits with market-determined
interest rates amounted to 75 percent of total sisp@dKaminsky and Schmukler,
2003). In July 1991, direct quantitative controls aredit were abolished. In June
1992, the liberalisation of interest rates on tue@osits was completed. Controls on
interest rates on most fixed-term deposits wemnislited by 1993, and non-time

deposit rates were freed in 1994 (Williamson andhdfal998).

Williamson and Mahar (1998) note that, as a resiuthe extensive financial
deregulation, a crisis loomed from 1992 onwards #fected all types of financial
institutions. The banks suffered from a sharp decin stock market and real estate
prices. Concerns about the quality joten lending grew during 1992 and in the

spring of 1993 (Kanaya and Woo, 200J)sen or housing loan corporations, were
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established in the mid-1970s by banks, securitiesmpanies and insurance
companies to complement the housing loans offeydabbks. In the 1980s, thesen
companies shifted their lending towards real eslatelopers, which was a mistake
as they had little commercial lending expertisel®95, the aggregate losses of the

sevenusencompanies were found to be ¥6,410 billion.

On 9 December 1994, two urban credit co-operatifekyo Kyowa and
Anzen, failed. The resolution package includedwalypestablished bank, the Tokyo
Kyoudou Bank that was to take over the businegb@two failed institutions. The
Bank of Japan and private financial institutiongdted ¥20 billion each into the new
bank, with the Deposit Insurance Corporation alsovigding the new bank with
financial assistance. In 1995, the official estienat non-performing loans was ¥40
trillion, with the Cosmo Credit Co-operative announg a failure in July, followed
by Kizu Credit Cooperative in August, and the HyoBank in western Japan
(Nakaso, 2001). Following this, in September 1988, internationally active Daiwa
Bank announced that it had incurred a loss of apprately $1.1 billion; by 3
November, US regulators ordered the bank to clidsgparations in US markets. In
1996, rescue costs were estimated at more thanl$iliod. In 1998 the government
announced th&®buchi plan which provided ¥60 trillion in public funderfloan

losses, bank recapitalisation and depositor priotect

On November 11, 1996, Prime Minister Ryutaro Hasharunveiled a plan
called the “Big Bang”, consisting of dozens of pregls to reform Japanese financial
institutions and markets by the year 2001 (Cra@98). The aim of this plan was to
create a “free, fair and global” financial systehat is, it was to operate according to
market principles rather than regulatory presaimgi it was to be fair, in that it
would be transparent and reliable; and global, tawauld be sophisticated and

internationally respected.

Despite the plans, by early 1997 the Nippon CrBdibtk was experiencing
severe funding problems and opted for a bailouh\aitcapital injection in July of
¥290.6 billion from both the Bank of Japan and atev sources. However, in
December 1998 the bank failed and was nationalise@ctober 1997, there were

successive failures in the western part of Japtartirsg with Sanyo Securities,
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Hakkaido Takushodu bank, Yamachi Securities anduyokCity Bank?* On 23
October 1998, the Long-Term Credit Bank was natised. In 1999, Yatsuda Trust
was merged with Fuji Bank, and Mitsui Trust was geer with Chuo Trust. By 2002,
non-performing loans were 35 percent of total lpamsl a total of seven banks had
been nationalised, 61 financial institutions closed 28 institutions merged (Caprio
and Klingebiel, 2003).

3.3.1 Japan: Monetary policy

In order to achieve price stability, the Bank opda (BoJ) tried, prior to
1962, to maintain an appropriate level of moneglstand interest rates by raising or
lowering its lending rates and so directly influgrgcfinancial institutions’ lending
and securities investment. This made the finanogtitutions overly dependent on
the BoJ. In order to address the situation, the Bodduced a new scheme for
monetary control in 1962 whereby (i) the increasenioney demand coming from
economic expansion would be met by funds supplledugh operations using
bonds, and (ii) an upper limit on loans was senfiajor financial institutions. As the
market grew more mature and deposit rates wergydiated in the early 1990s, the
BoJ made more explicit its new way of controllifge tmoney supply and interest
rate levels by guiding the overnight call rate tigb the adjustment of the BoJ’s

account balances.

As of 1991, the BoJ started adopting an expansyomametary policy. It cut
its official discount rate, which had peaked ateBcent in August 1990, nine times
until it reached a record low level of 0.5 percenSeptember 1995 (Kato, Ui and
Watanabe, 1999). Expansionary monetary policy wasygd further by lowering
the BoJ’s target level of uncollateralised overnighll rate from 0.5 to 0.25 percent

in September 1998 and finally to zero percent ibr&ary 1999.

In 2001, the BoJ adopted strong monetary easingsumes to prevent a
continuous price decline and to lay the foundatfon a sustainable recovery.
Following the attacks on New York and WashingtonSeptember 2001, the BoJ
took all necessary measures to secure smooth fatitbrsent and to maintain

financial stability (Yamaguchi, 2004). One of theimgs of the framework of the

22 For further explanation of the failures, see Nak@001).
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BoJ's monetary easing measures is that they wilitioae to pursue the current
monetary policy framework until the rate of increaa the consumer price index

rises and stays at or slightly exceeds zero percent

3.4 United Kingdom: Financial system

The 1950s and 1960s were a period of direct cantnothe United Kingdom
(UK). However, after the collapse of the fixed eanbe rate regime in 1971, things
moved more towards deregulation. On 10 Septembétl,1he Bank of England
announced a new regime of more flexible controk danks and finance houses. Six

days later, ceilings on lending rates were removed.

The Minimum Lending Rate was introduced to repldue Bank rate on 9
October 1972, and on 17 December the Supplemefpegial Deposits Scheme
(“the corset”) was introduced. This scheme requiradks and finance houses to
place special deposits with the Bank of Englanthdir growth in interest-bearing
liabilities exceeded specified limits. It was distaued in 1980. In 1979, the special
exchange rate regime for capital account transaetweas abolished and authorities
eliminated all barriers to outward and inward flows capital (Kaminsky and
Schmukler, 2003). On 21 August 1981, the publicatibthe MLR was discontinued,
and the minimum reserve assets ratio was aboliahddeplaced by a universal 0.5
percent liquidity requirement. In July 1982, hingrghase controls on cars and other
consumer goods were abolished, and in December t@8&jage lending guidance
was withdrawn. The London Stock Exchange was fdiyegulated in 1986, and
building societies were allowed to expand theirdieg business after this year
(Williamson and Mahar, 1998).

3.4.1 United Kingdom: Monetary policy

On 14 May 1971, the Bank of England published s&epap Competition and
Credit Control that set out a new framework of a&clnmore market-related approach
to monetary policy. The collapse of the fixed-reggime that year saw the floating
of sterling on 23 August 1971. Oil price rises avape disputes combined to push

inflation to high levels during this period.
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In the mid-1970s, in response to mounting inflatiooncerns, the UK
introduced monetary targeting. Informal targetofga broad aggregate sterling M3
began in late 1973 and formal publication of tasge¢gan in 1976. The Bank of
England had great difficulty in meeting its M3 terg in the 1976 to 1979 period.
Mishkin (2000) explains that not only were annouhtargets consistently overshot,
but the Bank of England frequently revised its éésgnidstream or abandoned them
altogether. In 1978, inflation in UK began to decate, reaching nearly 20 percent
by 1980. In early 1980, Prime Minister Thatcheradticed a medium-term financial
strategy that proposed a gradual deceleration of gWvth. As the relationship
between targeted aggregate and nominal income lgegany unstable after 1983,
the Bank of England began to deemphasise M3 inufa@b a narrower aggregate,
the monetary base (M0O). The target for M3 was tnanily suspended in October
1985 and was dropped altogether in 1987. FollowheglLouvre Accord in 1987, the
exchange rate became an important target. On 8b&ctt090, the UK joined the

European Exchange Rate Mechanism.

Downward pressure on the exchange rate and upwasbyre on interest
rates, especially in anticipation of the Maastri¢heaty referendum in France and
also the weak US dollar in August 1992, forced the to leave the European
Exchange Rate Mechanism on 16 September of that Yeeee weeks later, on 8
October 1992, the Chancellor, Norman Lamont, sdt awnew framework for
monetary policy which consisted of two featurey:afi explicit inflation target and
(i) a much greater degree of openness and tragspwin the conduct of monetary
policy (King, 1999). The inflation target was ongily set at 1-4 percent with the
aim of getting it near the 1 percent end by 19%ydwver, in July 1997 the Bank of
England set an inflation target of 2.5 percenD&ctember 2003, this was reduced to

2 percent.

3.5 United States: Financial system

The passing of the Federal Home Loan Bank Act B21i@ the United States
(US) established the Federal Home Loan Bank Baand,accordingly in 1934 the
Federal Savings and Loan Insurance Corporation IESkas set up to insure

deposits at the Savings and Loan (S&L) institutidnghe 1960s, Regulation Q was
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applied to the S&L industry in order to put a aaglion the interest rate paid by the
S&L institutions to depositors.

Interest rate deregulation started in 1980 with Depository Institutions
Deregulation and Monetary Control Act (1980) phgsout restrictions on banks’
ability to pay interest on deposits. This act aintedorevent member banks from
leaving the Federal Reserve System and to makeshaonke competitive with non-
bank competitors for savings (Wells, 2004). Onéhefprovisions of the act was that

Regulation Q was to be phased out by 1986.

Between 1979 and 1982 interest rates increaseglghbgading to an asset-
liability crisis at many S&Ls. In 1982, in responge this crisis, the Garn-St.
Germain Act was passed, allowing banks and thiaftsompete with money market
mutual funds by offering money market deposit aot®wf their own. Regulation Q
was phased out. Enactment of the Garn-St. GermetimAd the deregulation of asset
powers by several key states — for example, Caldoand Florida — led many S&Ls
to change their operating strategies, substantiadtgnsifying the competitive
environment of commercial banks and placing downw@ressure on bank
profitability (Curry and Shibut, 2000).

On 19 October 1987, in the midst of the S&L criglee US stock market
crashed, resulting in the most dramatic single-dizsfine in share prices history. The
crash created difficulties for certain financiastitutions (llling, 2003). There was an
immediate threat to financial stability being thetgntial for widespread failure of
securitised firms and the consequent impairmeroars from the banking system.
The US stock market collapse also spilled overauoitg markets around the world,
for example, to Canada and the United Kingdom. Ruthe crash, the New York
Federal Reserve engaged in substantial, highlpleisind earlier-than-normal open
market operations almost immediately and for eaate dintil 30 October (llling,
2003). As a result, the overnight Federal funds faell 114 basis points between 19
and 21 October.
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3.5.1 United States: Monetary policy

In the United States, it is well understood that¢ ttiwvo episodes most
commonly seen as major monetary policy failuregesithe founding of the Federal
Reserve, namely the Great Depression of the 1980ste Great Inflation of the
1970s, were episodes where policymakers failedropgyly monitor and heed the
warnings present in the behaviour of money (Orptesiiand Porter, 2001). The
Federal Reserve has regularly monitored the gr@ivthoney since the late 1970s in

large part because of these experiences,.

Beginning in 1970, as a result of increasing cameeabout inflation, the
Federal Open Market Committee (FOMC) selected aklyeteacking path for the
M1 money supply and indicated its preferred behavieor M2. In 1972, it
introduced six-month growth targets aimed at griguaducing inflation. In 1975,
in response to a congressional resolution, the begghn to announce publicly its
targets for money growth. Mishkin (2000) explaihattin practice, however, the Fed
did not consider achieving the money growth targetbe of high priority, placing
higher weight on reducing unemployment and smogthitterest rates. This is
reflected in the fact that, despite the decliniaggét ranges, M1 growth had an
upward trend after 1975. Furthermore, while unemwplent declined steadily after

1975, inflation rose sharply.

Until 1979, the framework used by the FOMC to guidpen market
operations involved setting a monetary objectivé encouraging the Federal funds
rate to move gradually up or down if money had d&d from the objective. Thus,
the Federal funds rate became an indicator of momaket conditions. In October
1979, the Fed changed its operating proceduresdmphasise the Federal funds rate
as its operating target. While supposedly increpgscommitment to the control of
monetary aggregates, it also adopted a non-borromeedrves operating target.
Mishkin (2000) asserts that the change in operginogedures made fluctuations in
M1 growth increase, rather than decrease as expelbtnce it did not result in

improved monetary control.
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The Fed missed its M1 growth targets in all threarg of the 1979 to 1982
period. It appears that controlling monetary aggtes was never the intent of the
1979 policy shift, but rather was a smokescreenhtscure the need of the Fed to
raise interest rates to very high levels to redmdation, as inferred by Mishkin
(2000). In addition, the relationship between maneaggregates and nominal GDP,
and between monetary aggregates and inflation, dneklen down, hence raising
concerns that monetary aggregates were no longéules a guide to the conduct of
monetary policy. Thus, in October 1982, with itifha in check, the Fed began to
deemphasise monetary aggregates, and in Febru8ry % Fed announced that it
would no longer set M1 targets, while also findthgt M2 and M3 were unreliable.
It also moved away from borrowed reserve targetschvsubsequently contributed

to the stock market crash in October 1987.

As alternative operating targets ceased to work,RODMC in effect began
gradually to return to targeting the Federal furate, which continued well into the
1990s (Meulendyke, 1998). Finally, in July 1993a@lGreenspan announced that
the Fed would no longer use any monetary targetdyding M2, as a guide for the
conduct of monetary policy, because the histonekdtionship between money and
income and money and price levels had broken dothnos depriving these
aggregates of their usefulness as monetary policdeg. In 1995, announcements on

the preferred funds rate in press releases wenealsed.

3.6 France: Financial system

The first deregulatory episode in France came batwli®66 and 1969, when
the intervention rate of the Bank of France was enfldxible (Melitz, 1990).
Financial institutions were highly specialised utitie mid-1980s; then, after 1984,
universal banks were permitted to operate. Someshan France have been
nationalised since 1945; however, all larger bankse only nationalised in 1982,
while several French banks were privatised in 188d@ 1993, including Banque

Nationale de Paris (Williamson and Mahar, 1998).

In 1985 (deposit and lending) interest rate cedimgere mostly eliminated.

In 1986, interest rates became the chief instrurbgnthich the monetary authorities
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sought to achieve their monetary policy aims. s teason, Icard (1994) explains
that the financial markets were reorganised anegigated. During this year, the
ceiling and selectivity of credit policies were &bled. In January 1987, credit
controls were completely removed and the compulsatig for assets was abolished
(Kaminsky and Schmukler, 2003).

Subsidised loans for exports, investments and hgusis well as to local
authorities, were slowly phased out — but not eleted — in the 1980s and 1990s.
According to Williamson and Mahar (1998), capita\fs in and out of the country
were largely liberalised from 1986 to 1988 andr#tisation was completed in 1990.

3.6.1 France: Monetary policy

France has set a monetary aggregate target sii@e 48d it has participated
in all the mechanisms instituted by the Europeamétary System (EMS) since its
inception in 1979. Icard (1994) explains that fany years, France combined these
monetary targets with regulatory measures to steen growth of bank lending
(quantitative credit controls), and with foreignchange controls. French monetary
policy is based on two targets: the exchange natethe monetary aggregate. The
main policy instrument is short-term interest ratesth reserve requirements a
supplementary instrument. Coinciding with the irtcapof deregulation in 1985, the
relationship between monetary aggregates and nofGD® deteriorated. In 1986,
interest rates became the chief instrument throubith the monetary authorities
sought to achieve their objectives. As a result, Banque de France redefined its

money market intervention techniques and quantéatredit controls were removed.

3.7 Germany: Financial system

Ceilings on interest rates were abolished in Geymiari967 and there were
no credit controls after 1973 (Kaminsky and Schrayk2003). In 1973, banks were
subject to a high minimum reserve requirement enelkiel of their foreign liabilities
with maturities of less than four years. Banks'efgn currency borrowing that was
immediately reinvested abroad was exempted from thmimum reserve
requirements. Cash deposit requirements were apfgieertain borrowing made by
residents from non-residents. The prior approV#he central bank was required for

sales to non-residents of all domestic money mapkger and other fixed-interest
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securities of German issuers with less than foarsegemaining to maturity. No
special exchange rate regime for capital accowartstictions existed. In February
1974, Bundesbank approval requirements were [ffiedll borrowings abroad made
by residents. Most capital controls were dismahitel974. Stock market regulation
was eased in the 1980s and money market fundspeenatted in 1994 (Williamson
and Mahar, 1998).

In March 1980, Germany lowered the minimum matufary domestic fixed
interest securities eligible for sale to non-restdefrom four to two years; it was
further reduced to one year in November. In Mar@B1] restrictions on the sale of
German money market paper and fixed-interest dgEsitd non-residents were lifted.

This implied ade factoabolition of the remaining restrictions on capttainsactions.

3.7.1 Germany: Monetary policy

The monetary aggregate chosen by Germany was kdrank money, a
narrower aggregate that was the sum of currenayirgulation and bank deposits
weighted by the 1974 required reserve ratios. Wien Bundesbank first set its
monetary targets at the end of 1974, it announigcedrtedium-term inflation goal of
4 percent, which has been labelled as an “unavtadedte of price increase"
(Mishkin, 2000). Its gradualist approach to redgainflation led to a period of nine
years before the medium-term inflation goal wassatered to be consistent with
price stability. When this occurred at the end 884, the medium-term inflation
goal was renamed the “normative rate of price ®es”. It was set at 2 percent and
continued at this level until 1997, when it wasruped to 1.5 to 2 percent. In 1988,
the Bundesbank switched targets from central bamkayto M3.

3.8 ltaly: Financial system

In Italy, the maximum interest rates on depositd amnimum interest rates
on loans were set by Italian Bankers Associatiotil @874. In 1975 deposit interest
rate ceilings were re-established, only to be elated again in 1981 (Kaminsky and
Schmukler, 2003). Credit ceilings were eliminated 1984 and reimposed
temporarily between 1986 and 1987. Reserve reqem&nwere progressively
lowered between 1989 and 1994, while foreign exghaand capital controls were

eliminated by May 1990. Floor prices on governmmnds were eliminated in 1992.

58



Bank branching was liberalised in 1990 and fordignks were permitted in 1993.
Due to this, a number of banks merged between 38801998 and the number of
banks in Italy decreased by 19 percent (Calcagmei,Bonis and Hester, 1999).
Also, due to the “Amato Law” or law 218/90 whicHoaved the transformation of
public banks into joint stock companies, some bawkse also privatised, for
example, Banca Commerciale Italiana, Credito Italjastituto Bancario San Paolo
di Torino, Banca Nazionale del Lavoro and BancRaina.

3.8.1 Italy: Monetary policy

Between 1984 and 1998, growth paths for the agtgeb2 were at first
announced as point values (between 1984 and 19B86Y. then moved to ranges up
until 1995, when there was a return to announciregaggregates in point values.
Until 1992, the announcement of growth ranges veasptemented by the exchange
rate commitment represented by the lira’s partiogpain the European Monetary
System. In 1992, when the lira abandoned the Exggh&ate Mechanism due to its
devaluation, greater emphasis was put on monetamytly, but in 1994 the focus of
monetary policy switched to the behaviour of actaat forecast inflation. The
following year, the Governor of the Bank of Italypreunced upper limits for
inflation; thus monetary policy actions were baseddeviations of internal inflation
forecasts from the desired path (Altissimo, Gamnil Locarno, 2001).

3.9 The European Monetary System (EMS) and the euro

The breakdown of the Bretton Woods system of fiezdhange rates in the late

1970s resulted in widespread currency floats an@ldations. The Werner Report,

which detailed how Europe could reach monetarymuimahree stages by 1980, was
published in 1970. However, it was not taken selipdue to (1) the creation of new

institutions outside the existing framework notrigeaccepted by the members, and
(2) the emergence of inflation and unemploymenh@s challenges for economic

policy due to the different policy preferences bé tmember countries (Gros and
Thygesen, 1998). The Werner Report was, then, cegl#’

% Thanks to an examiner for pointing this out.

59



Even with the Werner Report not implemented, wsdamental thrust
regarding preserving stability in European exchamgwements was followed. In
March 1971, the European Economic Community (EE@inimer staté$ agreed to
establish a Community system known as the “sna#etHe progressive narrowing
of the fluctuation margins of the members’ currescilt was put into operation in
April 1972. Under this system, the spot exchangesraf the participating currencies
were allowed to fluctuate within £2.25 percent agaithe US dollar. On 19 March
1973, the fluctuation margins in relation to the d&lar were suspended and the

snake henceforth fluctuated freely.

In March 1979, the European Monetary System (EM8k teffect, based on
a currency unit called the European Currency UBEY). The ECU, designed to
stabilise the exchange rates of the national caresrand to counter inflation, was a
“basket” of fixed quantities of the currencies bétmember states. It was meant to
serve as the measure muméraireof the Exchange Rate Mechanism (ERM); as a
unit of account to denominate operations in therir@ntion and credit mechanisms;
and as a reserve asset and means of settlemeng dh®participating central banks
(Scheller, 2004). The EMS was not, however, juseachange rate mechanism; it
also covered the adjustment of monetary and ecanguolicies as tools for

achieving exchange rate stability.

In February 1986, the Single European Act was sightenodified the Treaty
of Rome, formalising political cooperation betwdba member states and including
six new areas of competence, including monetarypeion. The main objective of
the act, which came into force on 1 July 1987, teaisitroduce the Single Market as
a further objective of the Community, to make thecessary decision-making
changes to complete the Single Market, and to ireaffthe need for the

Community’s monetary capacity in order to achiesen®mic and monetary union.

4 These include the countries that signed the TrefifiRome. The Treaty of Rome was signed in
March 1957 between Belgium, France, West Germaaly, ILuxembourg and The Netherlands to
establish the European Economic Community (EEC) taedEuropean Atomic Energy Community

(Euratom).

60



On 17 April 1989, the Delors Report recommended #@onomic and
monetary union be achieved in three steps. Stagew@s to focus on completing the
internal market, reducing disparities between mendiates’ economic policies,
removing all obstacles to financial integration, danntensifying monetary
cooperation. This stage began on 1 July 1990 wethabolition of all restrictions on
the movement of capital between the member stathis stage also included
preparatory work for Stage Three as soon as thestvelat Treaty was signed in
1992. On 7 February 1992, the Maastricht Treaty swgised. It elevated the project
of European integration to a new and far more aoustlevel by setting January
1999 as the date for the replacement of nationalennies by a single, shared
currency, the euro. On June 3 1992, Denmark reftseadtify the treaty and soon
after the pound sterling declined below its flogaimst the Deutsche Mark, which
made the UK withdraw from the ERM on September1992. Four days later, on
September 21, a French poll approved the Maastiicbaty by the narrowest of

margins.

Under the Delors Report, Stage Two would serve psri@d of transition to
Stage Three, setting up the basic functions andnisgtional structure of the EMU
and strengthening economic convergence. This ieduthe establishment of the
European Monetary Institute (EMI) on 12 January4l88 a precursor for a future
European Central Bank. The EMI’'s functions were steengthen central bank
cooperation and monetary policy coordination, amd rhake the necessary
preparations for establishing the European SystB@entral Banks (ESCBY, for
the conduct of the single monetary policy and fa& ¢reation of a single currency in
Stage Three of the EMU. In 1998, the members of&kkJ joined the ESCB, and
the individual central banks’ main charge has siveen limited to implementing the
interest rate policy set by the ESCB. While thedpean Central Bank was indeed

established on 1 June 1998, its exchange rateyp@licains uncertain.

Stage Three of the transition to economic and nagetnion aimed to lock
the exchange rate irrevocably, and assign the wsr@ommunity institutions and

bodies their full monetary and economic responsigsl, which began on 1 January

5 ESCB includes the European Central Bank and thiema central banks of the European Union

member states.
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1999. On January 5, 1999, the euro was launchedchppceciated to $1.19 against
the dollar on its first trading day. At the endtbé year, the euro fell below dollar

parity. On January 1, 2002, euro notes and coims \@enched.

3.10 The Exchange Rate Mechanism (ERM) Crisis

The establishment of the ENfSvas not without its problems. In late 1991,
Finland — an ECU “pegger” — devalued its currertey markka by 12 per cent as a
result of the credit boom following financial litadisation in the mid-1980s and
rising German and European interest rates. On 2§u#tu1992, the pound sterling
fell to its ERM floor despite intervention by theigk of England. Two days later, the
Italian lira joined the fate of the pound. Germarjused to reduce interest rates,
while France, Britain and Spain avoided all disausof a general realignment of

the ERM currencies.

On 8 September, Finland abandoned its peg and #nkken depreciated by
15 percent. Following this, Italy devalued the lia7 percent on 13 September and
the Bundesbank lowered its Lombard rate by 25 h@sigs. On 16 September 1992,
following massive speculation against sterling @aduspension from the Exchange
Rate Mechanism, the Chancellor of the Exchequermda Lamont, opened his
statement with the words, “Today has been an exedifficult and turbulent day”
King (1999, p. 1). The pound and the lira both didw from the ERM.

The consequences of these actions were devastatiegBanque de France
was forced to raise interest rates, despite thadiréaving ratified the Maastricht
Treaty; and it spent $32 billion on the franc’'s efefe. Sweden abandoned its ECU
peg on November 19 and Denmark, Spain and Portugja forced to raise interest
rates. Following this, Norway abandoned its ECU padgdecember 10 and Ireland
devalued by 10 percent within the ERM on JanuaryT3@& Danish krone and the
Belgian franc came under attack in early 1993. Bpanish Iberia was forced to
devalue another 8 percent on 13 May 1993; thisahagillover effect on Portugal,
which devalued another 6 percent. By July 1993,Barque de France lacked the
reserves to continue to intervene in its currelacy] for the Bundesbank to intervene

any further would have threatened its anti-inflafioy objectives. Europe’s central
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bank governors and finance ministers respondedfiamadly widened the ERM'’s
bands to 15 percent. With most of the EU membaterating their commitment to
move ahead with monetary unification (but with & remaining outside), the

markets settled down and the crisis receded.

3.11 Chapter Summary

This chapter has provided an overview of the hystafr the financial system and
monetary policy in the G-7 countries, with a digias of the ERM crisis of 1992
and a detailed overview of the foundations of theeThis discussion will be very
useful in specifying controls for regime and regoig changes in our test models.
Table 3.1 provides a summary of the different foiahsystems and monetary

policies of the G-7 countries discussed in theigestabove.

Table 3.1 Summary of financial system and monetargolicy of the G-7 countries

Country Financial System Monetary Policy
Financial Financial Monetary Inflation Interest rate Other
deregulation Crisis targeting targeting targeting
start
Canada 1967 1975-1982  1991-present 1982-1991.
transition
France 1985 1991-1993: 1977-1986 1986-1998  1998: euro
ERM crisis
Germany 1967 1991-1993: 1974-1984  1984-1998 1998: euro
ERM crisis
Italy 1981 1991-1993: 1984-1994  1997-1998 1998: euro
ERM crisis
Japan 1979 1992-2002: 1962 1991-present:
Jusen credit target CPI
cooperatives change at or
and bank above zero
crisis percent
UK 1971 1991-1993: 1973-1987  1992-present 1987-1992:
ERM crisis transition
1992: UK
left EMS
us 1980 1979-1989: 1970-1982 1987-
S&L crisis present
1987: stock

market crash

Note: ERM is Exchange Rate Mechanism, S&L is Savings hodn, and EMS is European
Monetary System.

% Details of the EMS crisis were sourced from Eiareen (2000).
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Chapter 4. Data Variables, Model and Methodology

4.1 Introduction

In view of the discussions in Chapter 2, this chamims to establish testable

hypotheses, to develop a model for this purposg tamliscuss the data sources. The
chapter presents the research questions and hgesthe sections 4.2 and 4.3

respectively. This is followed by the empirical nebdesigned for use in this thesis

as discussed in Section 4.4, while the detailfhefeconometric methodology to test
the hypotheses are provided in Section 4.5. Dabkeetosed in this thesis are detailed
in Section 4.6. Section 4.7 discusses the Chowkpmat analyses and Section 4.8

summarises the chapter.

4.2 Research questions
As stated in Section 1.2, this thesis aims to angheefollowing questions:

1. Is the money supply endogenous or exogenous inadable G-7 countries?

2. If the money supply is endogenous, which of theeehrviews
(accommodationist, structuralist or liquidity prefiece) does it support?

2a. Is the support for the views in (2) above ddfe in the short term than in the
long term?

3. Following the PK theory, whereby loans cause dépomsnd this in turn
causes the money supply, is the PK theory validtf@er sample of G-7
countries under study in this thesis?

4. Is there causality between the money supply andegagte bank stock
returns?

5. Does a simultaneous relationship exist between hzanis, the money supply
and aggregate bank stock returns such that lo@asecdeposits (in the form
of money supply) whilst at the same time loans @eplosits affect the value

of bank stocks?

The hypotheses in the following section are basethe above research
guestions and previous literature. The last twaceambank stock returns.
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4.3 Hypotheses

4.3.1 Money endogeneity or exogeneity

The literature review in Chapter 2 relates to tbhet{Keynesian (PK) theory
on endogenous money, which is extensive. Despdectimtroversy on the slope of
the money supply (horizontal or positively slopadahder the PK theory, the
empirical research findings show that loans creatamey supply, thus making it
endogenous. Past empirical research used broadyrsapgly instead of deposits, as
deposits may be held in different forms similarthose that constitute the broad

money supply.

The post-Keynesians assert that money sugdly) (s endogenous through
the behaviour of commercial banks and the publialidg with the banks. The
central bank only influences the level of inteneges. Based on this set interest-rate
level, commercial banks adjust their loan portfelian which process money is

created. These adjustments will affect depositsiamarn the money supply.

Alternatively, mainstream Keynesians have mainthih@t the money supply
is controlled by the central bank and that changeabe money supply will change
interest rates. This makes money supply exogerasus,is controlled by the central
bank. Any changes in money supply through the nawgedbase NIB) will affect
deposits. Any changes in deposits will have an ohpa the bank’s ability to extend
bank loansBL). Thus, it is hypothesised:

H1.1: MS cause$L only (suggesting money is exogenous)

H1.2: BL causeMS or there is bidirectional causality betwekts and BL

(implying money is endogenous)
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4.3.2 Monetarist’ and three money endogeneity views
4.3.2.1 Monetarist

Proponents of Keynes (the money view) assume th&atebank directly
influences the quantity of money by adjusting theney supply. The central bank
may, for example, decrease money supply and sedserreal interest rates (without
regard to what actually happens inside the batierefore raising a firm’s cost of
capital. With a higher cost of capital, there aedr profitable projects. The result is
a decrease in investment, leading to a declingggresate output or income)( If
the bank takes the opposite course and increagesntney supply, economic

activity increases.

Similarly, the credit view maintains that banks rntiselves are important.
Hence, a contractionary monetary policy decreasasesn supply through reserves.
This will reduce bank deposits and the banks’ gbid extend credit. The lower
credit availability will reduce gross investmentthre economy and in turn cause a

decline in output. In both cases, it is hypothabsibeat:

H2.1: MB cause$8L
H2.2: MScause8L
H2.3: MS causey.

4.3.2.2 Accommodationist

Under the accommodationist view, the central bagteminines the level of
interest rates and banks fully accommodate any ddnfar credit at any level of
interest rates. If demand for reserves is fullyoaemodated by the central bank, and
the loan supply schedule of commercial banks iszbotal, the accommodationist
view predicts unidirectional causality from totark loans to the monetary base and
the money supply. Accommodationists assert thahgés in the expected income
lead to changes in bank loan demand. This resulthanges in deposits and hence

money supply. However, changes in the volume afigpand in turn of the money

?"n this thesis, monetarists are synonymous witlyriésians as both view the money supply as

exogenous and perfectly inelastic with respechéocentral bank influencing the quantity of money.
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supply, imply changes in economic growth, thusueficing income in the next

period.

H3.1: BL causevViB
H3.2: BL causevS
H3.3: There is bidirectional causality betweds andY.

4.3.2.3 Structuralist

Structuralists, on the other hand, insist that &agtommodation as suggested
by accommodationists is not necessary, as theyeugelthat central banks only
partially accommodate the demand for reserves, lwhitl increase interest rates
due to market pressures. This is also due to thkshalways using a combination of

price and quantity rationales in their loan-makitegisions.

The structuralist hypothesis can be described asided model that
incorporates some of the ideas of the monetarigtroggch and some of the
accommodationist view. The accommodationist parthef model depicts causality
from total bank loans to the monetary base, andntbeetarist part of the model
depicts causality from the base and the broad momdyiplier (MM) to total bank
loans. If the monetary base does not proportiopagepport an increase in the
demand for bank loans, that is, if it is less tbae and total bank loans is exogenous,
then structuralists identify liability managementagiices as an alternative to
supplement the shortage in reserves. Increased intgendauses liability
transformations so that bank loans cause an inerieathe money multiplier. Given
that the main components of the money multipliensist of the currency/deposit
ratio (cd) and reserve/deposit raticdf, the Palley (1994) test implies that liability
management frees up reserves, which subsequenttys ald and rd. The
structuralists share accommodationist views on rtdation between income and

broad money supply.
H4.1: There is bidirectional causality betweh andMB

H4.2: There is bidirectional causality betweh andMM
H4.3: There is bidirectional causality betwad® andY.
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4.3.2.4 Liquidity preference

The empirical hypothesis of the liquidity preferendew predicts causality
from total bank loans to the broad money supply rwhiee money supply is
endogenously determined. If the demand for monelytha demand for loans were
independent, the supply of deposits created byn#teflow of new bank lending
would not need to be willingly held by new depasitners, who have independent
liquidity preferences about the amount of money twesh to hold. If this were the
case, the independent demand for money would @amanstraint on the ability of
loans to create deposits. Causality can also beoteg from the money supply to

bank credit.

H5: There is bidirectional causality between bank&and money supply.

Table 4.1 provides a summary of hypotheses 2 tblypothesis 1 is not
summarised in this table because the hypothediscissed on examining whether
money supply is exogenous or endogenous only anhd/moh approach of monetary
theory it falls under.

Table 4.1 Summary of causality implications of diférent approaches towards
monetary theory

Monetarist Accommodationist | Structuralist Liquidity
Preference

MB= BL BL=MB BL- MB BL- MS

MS= BL BL=MS BL- MM

MS=Y Y= MS Yo MS

Note: BL denotes bank loank|B is monetary bas®&IM is money multiplierMSis money supply and

Yis income.= and < denote unidirectional and bidirectional causal@gpectively.

4.3.3 Bank loans, deposits and money supply

Post-Keynesians assert that bank loans cause tegb&P) and in turn
deposits cause money supply: these are financra@blas in the model. However,
previous literature on money endogeneity focusesinmestigating the causality
between bank loans and money supply, even thouwgislmay cause deposits, and
deposits may be held not only in the transactidaah, but also in any form that

68



constitutes broad money suppht is possible that deposits may be an important
variable in the transmission from bank loans to eyosupply, as bank loans
acquired are immediately transferred into demarubsi¢és and into other types of

deposits, as Howells and Hussein (1998) have ederr

Thus it is hypothesised under the post-Keynesiaarthof endogenous money
that causality exists such that:

H6.1: BL causeDEP andDEP causavs.

However, it could also be that the monetarist viid\v@xogenous money holds where:

H6.2: MScausePDEP andDEP causeBL.

4.3.4 Money supply and bank stock prices
Money supply can be linked to bank stock pricesugh two ways: portfolio

substitution or liquidity effects. A rise in monsypply could enhance stock prices
via the liquidity effect. Expansionary monetary ipplmeans consumers will have
more money to invest in bond and stock marketshWie increase in demand for
stocks, stock prices will increase: the converseursc otherwise. The increase in
money supply also reduces interest rates, meaheigbiorrowings from the banks
are cheaper. This will also raise stock pricesamsgmers can use these borrowings

to buy more stocks or bonds.

However, under the PK theory the relationship iser@mmplex in the case of
bank stocks and endogenous money supply, with ¢nérad bank only exercising
control over short-term interest rates. The certtealk may decide to exercise an
expansionary monetary policy by reducing interas¢s to stimulate the economy.
This action increases loan demand, which will inseemoney supply via the banks.
If the bank is seen as a business entity and e il the product being sold, then
increases in loans would lead to a rise in pradibgl ultimately in stock prices

% Moore (1989) ran causality tests for a varietynafnetary aggregates and found strong causality

between bank loans and broad monetary aggregates.
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according to a cash-flow effect on earnings thendmidends, as in the dividend

valuation theory. An opposite effect occurs othepwi

In the case of the portfolio-balance model (andwggested by the quantity
theory of money), an increased money supply mayatance other assets, including
securities in the portfolio. An increase in the mprsupply may raise the discount
rate through inflationary expectations. Under tlhstgKeynesian theory, changes in
interest rates mean that deposit rates are alsctaff. Thus, an increase in interest
rates will see a move in portfolios more towardpa$#t accounts, thus reducing
stock prices, as investors can earn more with deposounts relative to stocks or

bonds. The empirical test will determine which lué processes dominate.

Although Hashemzadeh and Taylor's (1988) study $eduon general stock
prices and not on bank stock prices, they found itthaxeases in stock prices may
also have a feedback effect and cause money supplys, our hypothesis using
bank stock return®RET) is:

H7: MScausefRETor/andRET causeMS

4.3.5 Simultaneous effects
Once all the causality links are established, theigcal model discussed in
the next section will be tested. Figure 2.1 froma@ter 2 is reproduced here as the

central issues of this thesis are brought together.

Extracted from Chapter 2, Figure 2.1, p. 10

L
% Bank stock return
< S v
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E ~
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S .
S Loans | _ A _ _ »| Deposits/ | _._ A »| Money
5 B Resirves B supply
)
L

A: Monetarist / Keynesian theory of exogenous money
B: Post-Keynesian theory of endogenous money
C: Flow-through effect of money supply to bank stocks
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The debate among economists is that money may logearus, as
maintained by mainstream Keynesians or monetansts,could be endogenous, as
argued by post-Keynesians. Loans and depositsragi@groducts of a bank will
have an effect on bank stock returns through thmk’bgprofit margins (via interest
and non-interest incomes or even fee incomes),coordance with the equity
valuation theory. Besides this behaviour, theditigre suggests a flow-through effect

of money supply affecting stock returns (general aot bank stock returns), thus:

H8 : There is a simultaneous relationship (or effeetweerRETandMS
andMSandBL.

4.4 Empirical model

The discussion in Chapter 2 provides the basiarfioempirical model. In order
to analyse the relationship between bank stocknsfumoney supply and bank loans,
a robust and stable simultaneous equation modetgsired, which is what we
developed? Firstly, bank loans may be related to money suppigugh the post-
Keynesian theory of endogenous money. Banks adjnsir loan portfolios
depending on the demand for bank loans. The changkesmns by the banks will
affect deposits and in turn money supply.

It is expected that a rise in money supply may anéatock prices. The idea
behind this is that if inflation is within the ceak bank’s target, then the central bank
may exercise a reduction in interest rates to d#tauthe economy via an
expansionary policy. This reduction in interesterat turn increases demand for
loans, which subsequently raises the money supfplye bank is seen as a business
entity and its loans are the product being soleln tincreases in loans would lead to a

% The basis of the model in this section stems fEmster (1992). However, as the model developed
in this section is different from Foster's (1992pael, his model is not summarised here. The model
in this thesis differs from Foster's (1992) modeltivo ways. Firstly, Foster uses his variables in a
linear regression in an attempt to determine mosapply in the UK, whereas we allow a

simultaneous relationship between the variablesois#ly, not all the variables used by Foster (1992)

were used in this thesis.
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rise in profits for the bank and ultimately in g&ck prices, according to cash-flow

effect as in the dividend valuation theory.

With the bidirectional causality hypothesised, tlanincrease in bank stock
returns would indicate that the economy is in grgnowth. This means that any
increases in inflation or expected inflation magrease interest rates. The reduced
interest rates may lead to more affordable investsnunded through loans, which
in turn increases money supply. Hence, a posiglationship is expected between
stock returns and money supply. A contractionarljcgowill lead to the opposite
result with the money supply being curtailed, iagtrrates going up, and bank

returns being adversely affected by decline in Igawth.

An increase in bank loans is expected to raise snenpply through deposits,
as hypothesised by the post-Keynesians. Additipnat increase in money supply
may also increase bank loans. This is hypothesisedrding to the structuralist view

that there is bidirectional causality between mosigyply and bank loans.

There may also be other factors that may have dlnence on the
endogenous variables: bank stock price, money guwpm bank loans. According to
the dividend valuation theory discussed in Chaptehere is a positive relationship
between the bank’s earnings and stock prices. Asirgg are an item on the
individual bank’s income statement and this thesfecused on aggregate banks, the
bank earnings spreaB® will be used as a proxy for earnings. Bank eaysispread
Is calculated as:

ES=[RIx L - Rdx DEP] (4.1)

where Rl andRd are loan rates and deposit rates respectivelyLaadd DEP are

bank loans and bank deposits respectively.

Inflation and money supply are expected to haveositige relationship
because an increase in inflation means that réalest rates are reduced through the
Fisher Effect:

i =i-m (4.2)
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wherei,, i and 77° are real interest rates, nominal interest ratéiseapected inflation

respectively. A variable on inflatiohNF) is included in the model for this reason. A
reduction in interest rates will likely lead to #&e in loans needed to fund
investments. The increase in loans, according égptist-Keynesians, would in turn

increase money supply.

Another variable included in the model is the doticet®-foreign interest rate
differential RbR}J, which is needed to take account of Fisher'srirggonal Effect
Hypothesis. Foster (1992) found a positive relaiop between money supply and
the domestic-to-foreign interest rate differentidé argued that a rise in the domestic
interest rate would increase domestic depositss Wil increase money supply not
only because deposits are more attractive, but bBEwause banks may make
matching switches from foreign currency denominated domestic currency
denominated marketable financial assets. This bigris included as a proxy for an
open economy, since the member economies of the geedp are all open

economies.

It is expected that there is a positive relatiopdetween income and bank
loans because when income increases, individudlaxe more money to pay for
their loans or other liabilities. There is evidertleat this is the case in most countries
in markets with a low level of competitive bankigriff and Lamba, 20075°
Income is used as an assessment by the banksaforajgprovals. Thus, income is
also added into the model.

Loan and deposit rates are important for bank egaiThus, the net interest
margin is calculated as:
RIRd= RI-Rd (4.3)

whereRI is bank loan rates aridd is bank deposit rates, and it is included in the
model. It is expected th&IRdwill have a negative relationship with bank loass

increases in loan rates higher than deposit ratgease the net interest margin. With

30 Also, this impact of interest rate behaviour is differémtthe US with a competitive banking

market as shown by Stiglitz and Weiss (1981).
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higher loan rates, loans would be less affordatbles the amount of loans would
decrease.

By including all the variables discussed above sihaultaneous equation

model become¥:

P, = f|[ESMS] (4.4)
MS, = f[BL,INF,Rbe, P} (4.5)
BL, = f[MS,Y,RIRd]| (4.6)

whereP; is the bank stock price in counirgt timet, BL is bank loansMSis money
supply, INF is inflation, Y is income, ES is bank earnings spread
= [RIXL—RdXDEP], RbRf is domestic-to-foreign interest rate differential
= Rb-Rf , and RIRd is net interest margin RlI-Rd .* All variables are in

logarithmic form excepRbRfandRIRd

Using the simultaneous equation model above, thHewimg testable

equations will be used to test hypotheses 1 to 8:

R = flms] (4.42)
MS, = f|BL,P| (4.5a)
BL, = f|MS] (4.6a)

whereP;; is the aggregate bank stock price in count/timet, BL is bank loans and
MS is money supply. All variables are in logarithnidem. The use of the testable

equations will be further elaborated below.

3L It would be interesting to includePSandROEin the model to reflect the dividend valuationahe
and control for bank-specific factors, but data @available only on an annual individual bank basis.
This would not have been consistent with the mammoemic quarterly data used in this thesis. Thus,
we did not use these variables.

%2 As this thesis investigates the contemporanedataeship between the macroeconomic variables,
the model will not differentiate between expecteul ainexpected changes in the macroeconomic
variables.
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From the above section, it is hypothesised undegpothesis 1.2 that there
may be unidirectional or bidirectional causalitprfr bank loans to money supply.
Using vector error-correction models (VECM) and @@yer causality tests discussed
in the next section, equations (48and (4.6a) will be employed to determine this
hypothesis. These equations will also be usedstaHgpothesis 5 on whether there is
bidirectional causality between bank loans and mosepply, suggesting the
existence of the liquidity preference view. Undepdiheses 1.1 and 2.2, money
supply is expected to cause bank loans only, tmptying that money is exogenous
under the monetarist view. By employing a VECM dBchnger causality tests,
equation (4.6a) will be useful to determine whetihese hypotheses are true. On the
other hand, equation (4.5a) will determine whetHgpothesis 3.2 is true in that
bank loans cause money supply, thus supportingtiiueturalists’ view of the PK
theory of endogenous money.

The robustness of findings on hypotheses 1.1 akdslthen tested under
hypotheses 6.1 and 6.2. In order to test theiditglithe Toda and Yamamoto (1995)
trivariate VAR methodology as discussed in SectbB.4 below will be used.
Equations (4.5a) and (4.6a), with the inclusiordeposits as a variable, will also be
used. Hypothesis 7, which suggests that therahgreuinidirectional or bidirectional
causality between bank stock returns and moneylguppll be tested using a
VECM and Granger causality test using equatiord&ajdand (4.5a).

Hypothesis 8, which suggests that there is a sanatius relationship (or
effect) between bank stock returns and money su@plg between money supply
and bank loans, will be tested by using equatidm) to (4.6). The empirical model
(equations 4.4 to 4.6) will be tested using pamhdas this approach allows for the
individual heterogeneity of the countries to betoolied and gives more informative
data, more variability, less collinearity among tagiables, more degrees of freedom
and more efficiency (Hsiao, 1985). Other benefitsusing panel data include
allowing the construction and testing of more caogted behavioural models than
purely time-series; a greater ability to identifydameasure effects that are simply

not detectable in pure time-series data; and aegrahility to study the dynamics of

%t should be noted that only bank loans and mawply (excluding price) are used under these

hypotheses and that the variable price (withoutegasupply) is used to test Hypothesis 7 only.
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adjustment (Klevmarken, 1989). The next sectioncudises the empirical
methodology used to test the hypotheses that hese fposed in this chapter.

4.5 Methodology

This section explains a number of econometric naglagies that will be used to

test the eight hypotheses discussed in SectionThgdiscussions start with the unit
root tests followed by the Johansen cointegratiod #he vector error-correction

models. Trivariate causality tests are detailed.nBxis is followed by the panel unit
root, panel cointegration tests and the panel Gdised Method of Moments

(GMM) used to test Hypothesis 8.

4.5.1 Unitroot tests

Unit root tests are performed on the variablesssto@repare the data set for
cointegration and causality tests. For cointegrainalysis to be valid, the unit root
test investigates whether the order of integratibtne variables of interest is similar
— specifically, whether the order of integratiorsi®wn to be greater than zero. Thus,
we first validate the stationarity properties oé thariables, prior to conducting the
cointegration tests.

An economic time-series that follows a random waiécess is called “non-
stationary” over time. It may be made stationary differencing d times. The
variable, once established as stationary, is teérned to as integrated of ordeor
I(d). In order to test for unit roots, the AugmentedkeizFuller (ADF) (Dickey and
Fuller 1979, 1981) test is performed. The ADF test control for higher-order serial

correlation when higher-order lags are used, soah t

p
AX, =a, +a X, tat+> bAX , H, (4.7)
i=2

where p is the number of lagged changes Xj necessary to maka, serially
uncorrelated. Testing the null against the altévedhypothesi$i, :a, < 0Othe null

hypothesis of the unit root is rejected if the aled t-statistic is sufficiently
negative compared to the MacKinnon (1996) lowdradtical values at the accepted
level of significance. Equation (4.7) is a test wmether the series can be
characterised as af1) process with a constant (drift) and time trendoTather tests
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can be conducted. One of those tests, equation, @l8ws for the series to be
characterised as dfiL) process with a drift, while equation (4.9) tesis the series
to be anl(1) process without a drift or time trend:

p
AX, =a, +a, X, +Y BAX, ., H, (4.8)

i=2

p
AX, =a X, + Y BAX ., +, (4.9)

i=2
Thus, in all three cases, the hypotheses testetigrthe series contain a unit
root, againstys: the series is stationary. The test statistic #8qu 4.4) is then tested
against the critical values at the accepted lesigmificance:

A

Teststatistic= AL (4.10)
SE(8,)

The Phillips and Perron (1988) test is a genetadisaof the ADF test
procedure that allows for weak assumptions reggrttia distribution of errors. This
thesis employs the Phillips-Perron test to testtli@r existence of unit roots in the
variables. The advantage of the Phillips-Perronitethat it allows for the effect of
serial correlation and heteroskedasticity. Therevislence that the Phillips-Perron
test has more power than the augmented Dickey+Fubst (Davidson and
MacKinnon, 1993). If the variables are found tol(ig stationary, the next step is to
test whether they are cointegrated using the Jehacmintegration test, as discussed

in the next section.

4.5.2 Johansen cointegration tests

It is known that the cointegration results based Jmihansen’s (1988)
procedure are sensitive to the choice of lag lemytAR (Cheung and Lai, 1993).
Thus, the optimum lag lengths of the VAR are deteeth by minimising the
Schwarz (1978) Bayesian Information Criteria (SBDQ)is criterion is designed to
select the model with the maximum information aafalé. This is to be determined
first before the Johansen (1988) cointegrationstesé performed and the results

presented later.

The general concept of cointegration between viegabuggests that there

exists an equilibrium or a long-run relationshigvieen a set of time-series variables,

77



provided that the series is integrated of the sarder. This will be confirmed using

the Phillips-Perron test.

The Johansen (1988) multivariate cointegrationitesssentially a likelihood
ratio test based on a vector autoregressive (VAR)ehthat allows for possible
dynamic interactions among variables. The Joha&888) cointegration test is a
more robust test than the Engle and Granger (18@wnjegration test. According to
Dickey, Jansen and Thornton (1991), the Engle arah@®r (1987) test is sensitive

to the choice of dependent variables, and thusmoaipe robust.

The general VAR model is specified as follows:
AX, =T AX,, +K +T L AX + T AX  + U+ E, (4.11)
where:

X,=Annx 1 vector of the variables;

I = Ann X n coefficient matrix;

4 = Annx 1 constant vector; and

& = Annx 1 vector of white noise with a mean of zero arfahite variance.

The rank of the coefficient matrikx represents the number of cointegrating
vectors. The likelihood ratio test for the null loypesis that there are at mast

cointegration vectors is called the Trace Testsitet

TraceTest=-T Zp: In(l— /Ti ) (4.12)

i=r+1

whereT is the sample size aniLl,K ,jp are thep-r smallest squared canonical

correlations. The MacKinnon, Haug and Michelis @p#ritical values are used to
determine whether the null hypothesis that theeeaamost cointegration vectors is
rejected or not. The critical values differ depegdion whether a linear trend is

included or not and are summarised in Table 4.2.
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Another restricted maximum likelihood ratio test rieferred to as the
Maximal Eigenvalue Test statistic:

Maximal Eigenvalu€eTest= Tzr: In{(l - /Ti* )/(1 - ji )} , (4.13)
i=1

where A ,K , A are ther largest squared canonical correlations. SimilaheTrace

Test, the Maximal Eigenvalue Test statistics wik lompared against the

MacKinnon, Haug and Michelis (1999) critical valuggen in Table 4.2.

Table 4.2 MacKinnon, Haug and Michelis (1999) critial values

1 percent 5 percent 10 percent
Trace Test
Linear trend 31.15 25.78 23.34
Constant only and no trends 25.07 20.26 17.98
Maximal Eigenvalue Test
Linear trend 23.97 19.38 17.23
Constant only and no trends 20.16 15.89 13.90

There are instances when there is a discrepaneyebetthe results of the
Trace Test and the Maximal Eigenvalue Test, where test will indicate the
presence of cointegration and the other will netsuch cases, Johansen and Juselius
(1990) suggest that the Trace Test may lack powdative to the Maximal
Eigenvalue Test, and thus any discrepancies willeselved through acceptance of
the Maximal Eigenvalue Test. This procedure willfolbowed in our analysis. The

results of the tests are detailed in the next @rapt

4.5.3 Causality tests: VECM and Granger causality

If cointegration can be identified between depehdand independent
variables as presented in the results discussdteirlast section, then it can be
understood that there is at least a single aspkdataosality (Granger, 1969).
Causality refers to the ability of one variablepi@dict (and thus cause) the other.

The Granger (1969) causality test for two variabteand y, involves the following

Vector AutoRegressive (VAR) model to be estimated:

YoTat ) BX VY tey (4.14)
i=1 j=1
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n m
X =8+ O% tD 0 Y ey (4.15)
i=1 j=1
where it is assumed that bott) and ¢, are uncorrelated white-noise error terms.

Thus, x, does not Granger causg if B, =p0,=...=8 =0, where the latter

hypothesis is tested using tReest.

If no cointegration is found between variablesnttiee standard causality test
(Granger, 1969) can be applied. If there is coiategn, then causality can be
examined using the vector error-correction modeEQWI) (Granger, 1988) as

below:

Ay, =a, + ZaliAyt—l + ZaziAXt—l + Za3AECt—n T & (4.16)

i=1 i=1 i=1
The short-term causality of the VECM can be testsithg theWald test (y?test),
and the long-term causality is tested by examinvigether the error-correction

coefficienta, in the model is significantly different from zero.

The same test will be used to test for causalitthenpanel data equations. If
the Pedroni (1997) panel cointegration tests (dised in Section 4.5.6 below)
confirm that the variables in equations (4.4) td6)4are cointegrated, a modified

version of equation (4.16) to account for the pala¢h will be used:
Ayt =a,t Zali Ayt—l + Zaz Axt—l + Zasi Azt—l + Za4AECt—n t & (4.168.)
i=1 i=1 i=1 i=1

where Ay, , and Ax,_, are the endogenous variables from each equatiole Wi ,

are the exogenous (predetermined) variables iedhations.

The three tests — namely, the unit root test, Jedrarcointegration and the
causality test discussed in this section and thedo two sections — will be used to

determine the validity of hypotheses 1 to 5 and 7.

45.4 Trivariate VAR

Post-Keynesians assert that bank loans cause te@wsl in turn deposits
cause money supply. However, most empirical testsioney endogeneity focus on

investigating the causality between bank loans modey supply as, even though
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loans may cause deposits, deposits may be heldyifcam that constitutes broad
money supply, not only in the transactional fofm.

In order to test the robustness of the resultsaiay endogeneity, a trivariate
causality test that includes bank loans, deposits money supply is conducted.
These trivariate vector autoregressive models alswv for the investigation of the
possibility that earlier inferences were incorrbetause of the omission of a third
relevant variable, in this case, deposits.

In the presence d{1) variables, th&Vald test statistic is likely to have non-
standard asymptotic distribution. Toda and Yamam@®95) and Dolado and
Lutkepohl (1996) suggest an approach to causaksting which allows the
researcher to use standard asymptotic theory aod dbtain valid statistical
inferences. They point out th¥fald tests that do not restrict the coefficients of all

lagged terms under the null hypothesis still haweirt usual y? distribution. For

example, consider the augmented VAR model:
[ d

Yo = Z [ Vi + Z [T Vi & (4.17)
i=1 i=1

wherey; is at most integrated of ordérthat is, it isl(d). Waldtest statistics based on

testing restrictions involving the coefficients taned in[],,K ,[], have asymptotic

x? null distributions. This is explained further in&drem 1 in Toda and Yamamoto

(1995).

The basic idea is to augment artificially the cotrerder,k, of the VAR by
the maximal order of integrationd (., that characterises the series being used. Thus,
a level VAR model augmented by an extra redundamtd estimated andvialdtest
is performed on the firdt non-redundant lags.

The advantages of the Toda and Yamamoto (1995papprare that it does
not require any pre-testing for the cointegratiooperties of the system and that it is

easy to implement. However, the extra redundargddgerms result in a loss of

% Moore (1989) ran causality tests for a varietynafnetary aggregates and found strong causality

between bank loans and broad monetary aggregates.
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efficiency and power, although the power loss istieely small in trivariate or
higher-order systems, for moderate to large sarsigles and for systems in which
the true lag order is large. Giles and Mirza (1988) Clarke and Mirza (2006)
suggest that this loss is frequently minimal anel @pproach often results in more
accurate Granger non-causality outcomes than tHeM/Eethod, which conditions

on the outcome of preliminary cointegration tests.

In order to test whether the existence of a thadable, deposits, causes an

invalid inference in the previous result, the fallng system of VARK, dmay Will be

used:
ObL . OgL t-i g OgL t-i €t
Joeps =50t Z Bi| Goepi || Z /8,' Opepi-i | || €oeps (4.18)
= j=k+1
Owmsit Oms,i-i Omsit-i Ensit

where B,is a 3 x 1 vector that takes the constants of tleeh 8 and g, are

matrices 3 x 3 that represent the coefficients,\amuor (£) is white noise.

The Granger causality test proposes the followinghypothesis:
Ho:Ry=r (4.19)
whereR is the rankN matrix, r is a null vectorN is the number of restrictions of the
estimated coefficients angis a vector o(,BO,K ,,BK). Thus in order to test the null
hypothesis of no causality between bank loans apbglts, the following test is
applicable:

H,=b?*=b"=K =b?=0
where b? are the coefficients corresponding to tkefirst lag lengths ofgyg, .,

expressed in equation (4.18).

If it is found that depositsDEP) affect both bank loansB[) and money
supply MS), then it means that inference on the causalityvéenBL and MS is
invalid in both directions. Thus, in the next sewtiif it is found thaBL causeDEP
and in turnDEP causedMS then it shows thdDEP is an important variable such that
bank loans acquired are immediately transferrenl d@mand deposits and not only
into other types of deposits, as Howells and Hus€E998) have inferred. However,
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if only part of the above causality is found — éxample DEP causeMS —and it is
also found thaBL causeMS but no causality link betweeBL and DEP is found,

then earlier inference on the causality betwBermndMS holds true.

On the other hand, it is expected th& causeDEP as demand deposits are
a component oMS. Also, if there is causality flowing froriMS to DEP and from
DEP to BL, then the monetarist view that deposits are usedldate loans still holds

true.

This methodology will be used to test Hypothesis 6.

4.5.5 Panel unit root tests

In order to test Hypothesis 8, it is imperativet hieliminary tests such as the
panel unit root test as discussed in this sectioh the panel cointegration test
detailed in the next section are conducted befmgesimultaneous equation model is
estimated using panel data Generalised Method ahés. This is to ensure that

the variables are stationary, as before.

Panel unit root tests are similar but not identtcalinit root tests carried out
on a single series, such as those discussed ilo&dch.1. However, the panel unit
root tests proposed by Levin and Lin (1993), Imsd&an and Shin (1997) and
Maddala and Wu (1999) are known to have more paian the conventional

univariate time series tests.

In keeping with the unit root test in Chapter 4 thanel unit root test used
will be the Fisher Phillips-Perron test. Maddala &u (1999) propose the use of the
Fisher (1932) test, which is based on combininggvalues of the unit-root test
statistics in each cross-sectional unit. One ofattheantages of this test is that it can
use different lags in the individual ADF (or PPpmessions. Also, unlike the Im,
Pesaran and Shin (1997) test, the Fisher testrdgeequire a balanced panel.

Based on combining the-values of the test statistics (#f ) of N

independent ADF regressions from equation (5.1)Jdd&ta and Wu (1999) propose

a non-parametric test statistic based on Fishe32j19.ike Im, Pesaran and Shin’s
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(1997), this test allows for different first-ordautoregressive coefficients. Thus, for
a sample ofN groups observed ové@rtime periods, the panel unit root regression of

the conventional ADF test is written as:
Pi

Yi =0 * B Yia +ZyijAyit—1 +e, 1=LK,N, t=1K,T (4.20)
j=1

where y, is the variable in country at timet; Ais the first difference operator,

a;, B andy; are the coefficients to be estimated &nds the error term.

The null hypothesis of a unit root in the panebdatthus defined as:
B =0 foralli,

against the alternative that at least one of thdividual series in the panel is
stationary:
B, <0 for alli.

The equation of the alternative hypotheses allawg to differ across groups.

The Fisher-type test statistic is given as:
N
P(1)=-2>"In(7z) (4.21)
i=1

whererz, is thep-value of the test statistic for unitThe Fisher test statistié(/]) has

a y?distribution with N degrees of freedom. Maddala and Wu (1999) shotthiea

Fisher test achieves more accurate size and higlermpelative to the Levin and Lin
(1993). In practice, the Fisher test is straightémd to use and may decrease the bias
caused by the lag selection (Banerjee, 1999, Madatad Wu, 1999).

Besides Maddala and Wu (1999), Choi (2001) propasesher test statistic,

the inverse normal test:

— N -1
z=[JIN )zizlcb (p,) (4.22)
where®is the standard normal cumulative distribution timt. SinceO< p, < 1

®?*(p)is a N (01) random variable and & — «for all i, Z= N(01) . Choi

(2001) asserts that there are similar advantagégetdaddala and Wu (1999) test in
that: (1) the cross-sectiondl can be either finite or infinite, (2) the time-gsr

dimensionT can be different for each (3) the alternative hypothesis allows some
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groups to have unit roots and not others, andddh group can have different types
of stochastic and non-stochastic components.

Both tests were carried out under the Phillips Bedron (1988) method as
opposed to ADF in order to be consistent with thi¢ toot tests discussed in Section

4.5.1. The results are discussed in the next chapte

4.5.6 Panel cointegration tests

If the panel variables are integrated of order aeel(1), then testing for the
presence of cointegration can be undertaken. Invertional time-series, the Engle
and Granger (1987) cointegration test based orxami@ation of the residuals of a
regression is usually performed usiiit) variables. If the variables are cointegrated,
then the residuals should ). In such cases, the same unit root tests can be
applied for both raw data and residuals, with pr@mgustments to the critical values

when applied to the latter.

Pedroni (2004) showed that testing for cointegrain panel data is not as
simple as the conventional Engle-Granger way untbssregressors are strictly
exogenous and the pooled ordinary least square XGlope is constrained to be
homogeneous. He argued that proper adjustmentsdsheumade to the test statistics
themselves if the alternative hypothesis is that ¢bintegrating relationship is not
constrained to be homogeneous across membershanthé parameters’ estimates
are allowed to vary across individual members.hl§ tis not done, then the null
hypothesis of no cointegration will certainly bgerted, regardless of the true
relationship, as the sample size grows large. Alsposing homogeneity falsely
across members when the true relationship is hggeepus generates an integrated
component in the residuals, making them non-statignthus leading to the

conclusion that the variables are not cointegratesh if they really are.

Extending the Engle-Granger framework to tests thablve panel data,
Pedroni (1999, 2004) proposes several tests fontegration that allow for
heterogeneous intercepts and trend coefficientgsactross-sections. Consider the

following regression:
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Yi =Q; + Ot + B X + 6 (4.23)

fort=1K ,T;i=1K ,N;m=1K ,M ; wherey andx are assumed to be integrated
of order one,I(1). The parametersr; and J, are individual and trend effects

respectively that may be set to zero if desireddddnthe null hypothesis of no

cointegration, the residuads will be I(1).

Pedroni’s tests can be classified into two categorithewithin dimensions
and thebetweerdimensions. The former are based on estimatotetfextively pool
the autoregressive coefficient across different ivens for the unit root tests on the
estimated residuals, while the latter are basedstimators that simply average the

individually estimated coefficients for each memberA consequence of this

distinction arises in terms of the autoregressigeffeient, Vi of the estimated

residuals under the alternative hypothesis of egiration.

Both tests were designed to test for the null o€oiategration for the case of

heterogeneous panels; : y, = . Two alternative hypotheses, the homogeneous and

heterogeneous alternatives, were proposed depeaditite two categories. The first
set involves averaging test statistics for coirdégn in the time-series and cross-
sections, that is, pooling the residuals alonguntikin dimension of the panel, so that

the alternative hypothesis becomes:

H,:y, =y<21foralli. This presumes a common valye= y

On the other hand, the second set is the heterogsnalternative which
involves pooling the residuals along thetweerdimension of the panel, so that:

H, :y; <1 for alli. This allows for heterogeneous autocorrelationarpaters across

members.

The panelvithin statistics includes four statistics that are samib the ‘panel
variance ratio’z)" ,‘panel rho’ Z}, and ‘panel t'Z" statistics in Phillips and Ouliaris

(1990), such that:
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N T TNoT
Z}’=[ZZ LHQHJ DL (qt L D&, - ) Rho- stat (4.24)

i=1 t=1
L NT vz oy g . .
zi =[Sk y e, Sy uikeg)ee-sa (.25

i=1 t=1

i=1 t=1

N T Y2 N T
zth(&zzngief_l) DL (qt L08, - )ADF stat (4.26)

N T -1
DL éf_lJ 'V - stat (4.27)

On the other hand, the parmdtweenstatistics include three statistics as set

out below:
N T N7 R
Z, :(ZZ‘%—J ZZ(Af-lAé.t /1) Rho- stat (4.28)
i=1 t=1 i=1 t=1
B - A2 u A2 i ~2 A T
Z, =Z[ Z t_lj Z(HAqt —/]i):ADF—stat (4.29)
i=1 t=1 t
N(T . -1q . .
Zg = Z(ZS Zé,ﬁlj Z(é,t_lAét): PP - stat (4.30)
i=1 \ t=1 t
with
/i 1 ki 1 s oo .
-T - it M- 4.31
T SZ:]; kl +1 t;]‘ﬂlt M'[ S ( )
I\2 1 t ~
§ == 2 A (4.32)
Tt:s+1
G =8 +2A (4.33)
~2 13 -2 ~2
Ont :?Z Lle i (4-34)
i=1
I\*2 — 1 t /\*2 I\*2 — 1 t /\*2
S == z:uit v SNT T an (4-35)
Tsh T4
"2 c 2 23
4= N2 + =
L = 20 TZ_:[ " +1l§1/7.t/7.t s (4.36)

and where the residuals are extracted from theel®nyressions:

€ =P8+ Iy (4.37)
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K
& = DBt Vi Dé i, (4.38)
k=1

M
DYy = 2 0Ky H (4.39)

m=1
and L; represents théh component of the Cholesky decomposition of #sdual
variance-covariance matrixd and NT are two parameters used to adjust the
autocorrelation in the model, adfand g, are the contemporaneous and long-run

individual variances.

The Pedroni (1997) statistics are one-sided tesksacritical value of — 1.64

whereZ < - 1.64 implies rejection of the null hypothesiso cointegration; except
the panelv-statistic that has a critical value of 1.64, satth) > 1.64 suggests

rejection of the null of no cointegration. Eachthé statistics has an asymptotic

distribution in the form:

N

Xy _/J(N)

)

where X, ; is the corresponding form of the test statistic,ilevi! and V are the

— N (0)) (4.40)

mean and variance of each test, respectively.

In a Monte Carlo experiment, Pedroni (1997) comgdhe performance of
the seven statistics in terms of size, distortiod gpower. He concluded that
concerning power and small samples, the group ABRerplly performed best,
followed by the panel ADF and the panel rho; hethgse are more reliable. These

will be used as to guide the interpretation ofrésults in Chapter 5.

4.5.7 Panel data estimation: Generalised Method of MosEgBMM)

If there is causality between the variables in eaghation, the research
question that this chapter sets out to answer eapxplored using the panel data
Generalised Method of Moments (GMM) method. The GMidthod allows for a
number of advantages: it exploits the time-seriesient of the data and controls for

firm-specific effects, like the fixed-effect method allows for the inclusion of
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lagged dependent variables as regressors; anchtitot® for the endogeneity of all
explanatory variables. Like the fixed-effect modeke GMM is designed for panel

data.

Arellano and Bond (1991) proposed a GMM procedinat allowed for
additional instruments to be obtained in a dynamp@nel data model, if the
orthogonality condition that exists between laggellies ofy; and the disturbances

v, are used. Consider the autoregressive model wetthepermined regressors:
Vi = ¥ + X BHU, i =1K,N; t=1K,T (4.41)
wheredis a scalary, is 1xK and Bis K x1. u, = i +v, with 2~ 1ID(0,07;) and

v, ~ IID(0, o) are independent of each other and among thensselve

In order to get a consistent estimatedqf equation (4.41) is differenced to

eliminate the individual effects:

Yiie = Yita = 5(Yi 1Y ,t—2)+ (Xi,t - Xi’,t—l)ﬁ + (Vit -V ,t—l) (4.42)

where (\/it —vi't_l) is MA(1) with unit root. As the regressoxs are predetermined,
with E(x,v,)# Ofor all t,s=1 2K ,T and fors<tand zero otherwise, then only

|Xi, %5, K , X .y | @re valid instruments for equation (4.42) at pe&o

For t =3, the first-differenced equation of (4.41) becomes:
Yis = Yip = 0(Yi, = Vi )+ (X5 = X,) B8+ (vig =V, (4.43)
so thatx; and x, are valid instruments as neither is correlated v(n'/qp—viz) .
Similarly, fort =4:
Yiu = YVia = (Yis = Vo )+ (X, = X5)8 + (v, —vi5) (4.44)

and there are additional instruments as ngw x,and x, are not correlated with

(v, —vi,). If this is continued, then:
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[V %10 0
[yil’ Yios Xiz» X;z’xila]

W = o (4.45)
0 [yil,K Yt XK ,xi"T_l]
Premultiplying equation (4.42) in vector form By makes it:
Wy =W'(ay, )3 +W'(AX )3 +W v (4.46)

where AX is the stackedN (T - 2) x K matrix of observations oAx, .

The one- and two-step estimators(dfﬁ')can be obtained from:

@ =y X Ty ox]) ([ayexTwigwy) -

whereV, =3 W/(av, )(av, ) W.

i=1

Arellano and Bond (1991) proposed a test for theoliyesis that there is no
second-order serial correlation based on the raEdfrom the first-differenced
equation. This test is important as the consistaridiie GMM estimator relies upon

Vi, = OJ. The test statistic takes the form:

the conditionE|v

it?

m, =2k N(02) (4.48)

51/2
v

whereV is given by:

N ~ _ ~ N
0= > AV,A0 AV, AT, - 287, X. (XYW, WX ) X W, (Zvv;m?t AV, A\?t_zj
e e (4.49)
+ 00, X, var(B)x a0,
and Av_,is a vector of residuals lagged twiaby. is a qx1vector of trimmedvto

matchv_,and this is similar forX. . m,is only defined if minT, = 5

In order to test for overidentifying restriction&rellano and Bond (1991)

proposed the Sargan (1958) test given by:

I

J= A\?’W[ZN:V\/i’(AVi )av,) vv] W'(A%) ~ 2 (4.50)

wherep refers to the number of columns\Wand Avis the residuals from the two-

step estimation given in equation (4.47). The desermines whether any correlation
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between instruments and errors exists. For anuimsnt to be valid, there should be

no correlation between instruments and errors.

Using Arellano and Bond's (1991) GMM panel dataireation, the

simultaneous equations (4.4 to 4.6) can be spdafe

Re =, +AES +AMS, + €, (4.4b)
AMS, =a, + ABL, +AINF, + RbRf, + R, +u, (4.5b)
ABL, =a, +AMS, +AY, +RIRd, +V, (4.6b)

where A denotes first difference ana is a constant for each equatid®. is bank
stock returns or first difference of logarithm @frtk stock price in countryat timet,
BL is bank loansMS is money supplyINF is inflation, Y is income.ESis bank
earnings spread [=RI><L—Rd>< DEP], RbRf is domestic-to-foreign interest rate

differential = Rb—- Rf, RIRdis net interest margin RI-Rd.e, u andv are error

terms. The results of the GMM panel data estimati@ndiscussed in Chapter 5.

4.6 Sources of data

All variables are downloaded from thBatastream database and the
macroeconomic variables are checked againstriteenational Financial Statistics
(IFS) database of the International Monetary FUMF] to ensure that there are no
errors>® The empirical analysis is conducted using quartgata for different sample
periods. It is important to note that income islied as an explanatory variable in
some models specified here. Real gross domestiduptds used as a proxy for
income and only quarterly data is available forome. Hence quarterly data is
employed in the empirical estimation in this thesishe sample periods are dictated
by the availability of the data for the seven comst so that each country has a

balanced sample. Table 4.3 (page 92) lists the lkeapgpiods for each country.

The sample periods for the non-euro countries &tamt different periods due
to data availability of some variables. The Unitddgdom’s sample period ends in
2006:2, as data for gross domestic product lagsnaber of quarters. As 1999 is the
start of the euro, the sample size for these Eaom®untries ends in 1998:4. For

% This is carried out following the findings of Inead Porter (2006).
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Germany and ltaly, currency in circulation, dep®sihd loans were only available in
Datastreamfrom 1999. Thus, these data are taken from IME IFS database
following the same codes as the other non-eurotcesnFor Italy, the bank lending
rate is only available from 1982:4, so the samake$ this into consideration. France
has a small sample size because the banking iydpiste index is only available

from 1987:1. The sample ends 1998:2, as some Vesialoe incomplete.

Table 4.3 Sample periods used for each country

Country Sample periods
Canada 1976:3 — 2007:1
France 1987:1 — 1998:2
Germany 1980:1 — 1998:4
Italy 1982:4 — 1998:4
Japan 1973:3-2007:1
United Kingdom 1975:3 — 2006:2
United States 1975:3 — 2007:1

Datastreans banking industry price index is used as a proxycalculate
banking industry stock returns. The price indicemprise a number of banks, as
summarised in Table 4.4. For the US, the Nasdagnr€ial Index is used as it has
519 banks included in it, which is a better repnésseve of the US financial sector.

Table 4.4 Number of banks included in Datastream Bak Price Index

Country Number of banks
Canada 7

France 9

Germany 9

Italy 30

Japan 79

United Kingdom 10

United States (Nasdaq Financial Index) 519

Data for money supply are each country’s broad fofrmoney supply: M3
for Canada, France, and Germany; M2 for Italy; M8rJapan; M4 for the United
Kingdom (UK) and M2 for the United States (U¥)Monetary base is reserve
money while the money multiplier is the ratio ofoad money supply to reserve
money. Deposits are the demand deposits of theifgimstitutions, while loans are
the domestic credit of the banking sector in eamimtry. The local bill rate and the
foreign bill rate are the domestic treasury-biterand the US 3-month Treasury bill

rate respectively. For the US, however, the forddhrate is the UK Treasury bill

% Howells and Hussein (1998) used the same monéititefs.
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rate. The consumer price index is used as a praxwyfiation. The bank lending rate,

deposit rates and real gross domestic product @ @btained for use in the

empirical models.

All variables are seasonally adjusted where aviglamnd transformed to

logarithmic form, with the exception of the bankdiéng rate, bank deposit rate, local

bill rate and foreign bill rate. Descriptive stétis of the variables used for empirical

analyses are given in Table 4.5. Unit root testiltedor the variables listed in Table

4.5 and cointegration test results are providedhapter 5.

Table 4.5 Descriptive statistics

Mean Med Max Min S.D. Mean Med Max Min  S.D.

Canada France

P 5.99 5.79 7.83 4,58 0.92 5.13 5.13 5.97 4.56 0.26

DEP 6.19 6.23 7.77 4.60 0.83 7.19 7.18 7.42 7.07 0.09

BL 6.33 6.40 7.80 4.67 0.81 8.84 8.90 9.06 8.48 0.16

MB 3.18 3.20 3.87 2.34 0.41 10.37 10.33 10.62 10.1414 0.

MM 9.69 9.79 10.03 9.20 0.22 -3.77 -3.69 -3.44 -4.32.270

MS 12.88 13.00 13.90 11.54 0.61 6.59 6.65 6.73 6.27 13 0.

Y 13.57 13,55 14.00 13.15 0.25 14.01 14.02 14.11 713.80.06
Germany Italy

P 5.26 5.39 6.33 4.48 0.47 6.59 6.56 7.69 6.03 0.32

DEP 5.67 5.55 6.54 4.99 0.50 5.82 5.88 6.36 5.13 0.33

BL 7.89 7.77 8.61 7.21 0.42 7.00 7.05 7.55 6.16 0.44

MB 4.67 4.67 5.07 4.19 0.29 4.82 4.95 5.10 4.16 0.27

MM 8.70 8.66 8.96 8.49 0.11 8.10 8.03 8.49 7.93 0.15

MS 13.37 13.31 13.99 12.76 0.38 12.92 1297 13.38 912.10.38

Y 14.20 14,15 14.45 13.97 0.18 13.80 13.84 13.94 013.60.10
Japan UK

P 5.52 5.76 6.92 4.08 0.89 7.35 7.11 9.12 5,51 1.19

DEP 4.71 4,58 5.91 3.52 0.68 5.66 5.99 7.44 3.50 1.21

BL 6.59 6.93 7.19 5.07 0.61 6.00 6.52 7.69 3.93 1.20

MB 3.62 3.73 4.75 2.33 0.67 2.95 3.05 3.76 2.03 0.46

MM 9.16 9.22 9.40 8.72 0.19 9.82 10.01 1041 8.86 0.49

MS 12.79 13.08 13.48 11.42 0.61 12.77 13.08 14.16 510.90.93

Y 19.79 1991 20.14 19.27 0.27 13.61 13.60 14.00 613.20.22
us

P 6.25 6.13 8.14 4.27 1.21

DEP 6.29 6.43 6.80 5.45 0.37

BL 8.40 8.46 9.49 7.12 0.64

MB 5.71 5.70 6.68 4.62 0.62

MM 2.30 2.31 2.52 2.03 0.13

MS 8.01 8.12 8.88 6.90 0.53

Y 15.79 15.78 16.26 15.28 0.28

Note: Med, Min, Max and S.D. are Median, Minimumakimum and Standard Deviation respectivélyDEP,
BL, MB, MM, MS andY are bank stock price, deposits, bank loans, moné&ase, money multiplier, money
supply and income respectively. All variables ardoigarithmic form except for money multiplier. Salm sizes
are Canada = 123 observations, France = 46 obsersatbermany = 76 observations, Italy = 65 obsmmwsat
Japan = 135 observations, UK = 124 observationdkhd 127 observations.
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Data used for the panel data estimation are cressegal data (data of each
country) pooled over several time periods. Tablé grovides the descriptive
statistics of the variables used for panel datamesion. Unit root tests for the
variables and cointegration tests for equationgbto (4.6b) are discussed in
Chapter 5.

Table 4.6 Descriptive statistics: Panel data varidbs

Mean Median Maximum Minimum S.D. Observations
P 5.95 5.80 9.15 3.98 1.21 805
MS 10.75 12.23 14.24 452 2.89 799
BL 6.91 7.03 9.49 3.56 1.31 804
Y 15.10 13.97 20.14 13.02 2.27 806
INF 4.21 4.41 4,78 2.16 0.50 806
RIRd 2.52 2.68 11.07 -6.00 2.21 733
RbRf 0.74 0.43 15.10 -9.41 3.54 806
ES 8.34 8.24 10.98 2.20 1.41 718

Note: S.D. is Standard DeviatioR, MS, BL, Y, INF, RIRd, RbBhdESare bank stock price, money
supply, bank loans, income, inflation, net intemasirgin, domestic-to-foreign interest rate diffdiain

and bank earnings spread respectively. All varghbke in logarithmic form except fRlIRdandRbRf

4.7 Chow breakpoint test

Given the long sample period used in the empiresiimation and the
overview of the history of the sample countriesChapter 3, it is clear that each
country experienced some internal or external shatking the period under study.
Thus, the Chow test is performed to see whethemdeinchanged after a certain
event. In this thesis, however, the choice of evesatlimited only to changes in
monetary policy regimes, as this relates direatlytlte exogenous or endogenous
nature of money supply with consideration to thedrat of monetary policy in each
country. The Chow test is commonly used to tessthectural stability of a model.

Consider the simple linear regression (restrictedt):
Y, =B, + B X + Uy, (4.51)

whereT denotes the full sample period= 1,....T.

If an eventz happened within that period, the sample is dividéo two such that:
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Y, =a, +a, X, +u, (4.52)
th :yo +ylxzt +uzt (453)

wheret = 1,...,t are the periods before eventappened andt = z,..., T are the
periods since evert happened. This is the unrestricted model. The myplothesis

H,:a,=y, and a, =y, is tested against the alternative that either rikercepts,

the slopes or both are not equal.

Tested against the F-statistic, the test statistic

RSS-(RSS +RSS,) T -2
RSS + RSS, k

teststatistic= (4.54)

where: RSS= residual sum of square for the whole sample,
RS$S = residual sum of squares for sample with t peyiod
RSS, = residual sum of squares for the sample &itheriods,

T = number of observations, and

k = number of regressors in the unrestricted model.

The monetary policy events summarised in Table atef tested using the
simple linear regression model taken from equat@ofA) on page 74. The results of
the test are discussed in the next section.

Table 4.7 Changes in monetary policy regime

Country Event Start date  End date
Canada Inflation targeting announced

(Thiessen (1998)) 1991:1 2007:1
United Kingdom Chancellor wrote to the Chairman

setting out new framework for

monetary policy (Boe diary of events) 1992:4 2006:2
United States Fed announced that it would no

longer set M1 targets and moved

away from borrowed reserve targets 1987:1 2007:1
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4.7.1 Results of the Chow breakpoint test
Table 4.8 provides a summary of the Chow breakpeisit results. The null
hypothesis of the Chow breakpoint test is thatrtieelel does not change after the

date the event occurred.

Table 4.8 Chow breakpoint test results

F-statistic Log likelihood ratio
Canada 1991q1 140.97" 149.417
UK: 1992qg4 152.28" 156.68™
US 1987ql 17.14" 31.23”
Note:" ,” and’ indicate significance at 1 percent, 5 percentEhgercent levels respectively.

The results indicate that the null hypothesis & thodel being stable after
the occurring dates is rejected in Canada, UK afdalt)the one percent level of
significance. This is evident through the probaiesi of theF-statistic and the log-
likelihood ratio in all three countries. As it isund that there is a change in the
model after the monetary policy event, split saraplél be used (together with the
full sample) to test the hypotheses presented atic®e4.3. The split samples used in
the rest of this thesis are labelled as followsd@a 1 and 2 are for 1976:3 to 1990:4
and 1991:1 to 2007:1 respectively; UK 1 and 2 &@513 to 1992:3 and 1992:4 to
2006:2 respectively; and US 1 and 2 are 1975:3864 and 1987:1 to 2007:1.

4.8 Chapter Summary

This chapter provides a detailed explanation of liipotheses to be tested in this
study, along with the data sources and the empincadel to be used to test the
hypotheses. Chow breakpoint tests and the resrdtsliacussed to determine the

stability of the model.

Hypotheses 1 to 7 will be tested using vector ecmrection models and
Granger causality tests. The results of these valitbe discussed further in the next
chapter. It was found that the model is not stafler a change in monetary policy
regimes in Canada, the UK and the US. Thus, theatiéy tests will be performed
on a full sample as well as on split samples tmact for the change in monetary
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policy regimes. A simultaneous equation model wagetbped to test Hypothesis 8.
The model will be tested using panel data andekalts discussed in Chapter 5.
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Chapter 5: Results of the Causality Tests and Panel Data
Estimation

51 Introduction
This chapter reports findings relating to the resleguestions in this thesis. The
guestions are repeated here for ease of reference:

1. Is the money supply endogenous or exogenous inafable G-7 countries?

2. If the money supply is endogenous, which of the eehrviews
(accommodationists, structuralists or liquidityference) does it support?

2a. Is the support for the views in (2) above ddfe in the short term than in the
long term?

3. Following the PK theory where loans cause depasit$ this in turn causes
the money supply; is the PK theory valid for thenpte of G-7 countries
under study in this thesis?

4. Is there causality between the money supply andeggte bank stock
returns?

5. Does a simultaneous relationship exist between bzanls, the money supply
and aggregate bank stock returns such that losadecdeposits (in the form
of money supply) whilst at the same time loans @aplosits affect the value

of bank stocks in the market?

The first question will be answered by investiggtwhether one-way or two-
way causality exists between bank loans and broadesn supply. The answers to
questions 2 and 2a will be provided using vectoorecorrection modelling (VECM)
and Granger causality on the hypotheses set oGhapter 4. VECM and Granger
causality will allow for causality to be determinbdth in the long term and in the
short term. In order to test for the robustnesshefresults for Question 1, a VAR
causality test is performed with the inclusion @pdsits in a trivariate test, while
Question 4 will be answered by conducting a bivarMECM and Granger causality
test between money supply and bank stock returnse ©@ausality is determined, the

findings will be extended by investigating whetlaesimultaneous relationship exists
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between bank loans, money supply and bank stockn®tsuch that loans create
deposits (in the form of money supply) at the séime that loans and deposits affect

shareholder value. This will provide the answethifinal research question.

Investigating this relationship allows one to ursti@nd the importance of
banks in creating money supply and also to detexminether this role has an effect
on the bank’s share price. Past literature hasddbat a relationship exists between
money supply (amongst other macroeconomic varialded general stock prices.
However, no study has investigated the relationbkigveen money supply abank

stock prices.

The answers will be organised as follows. Sectighcontains a discussion
of the results of the unit root tests, which isldeled by the Johansen (1988)
cointegration tests results. The long-run and shortcausality tests employing
respectively the vector error-correction models @rdnger causality tests are also
discussed in this section. Following this, Secttb8 answers questions 2 and 2a.
Trivariate VAR causality tests and the results @escribed in the ensuing section.
Section 5.5 discusses the results of causalitg testween money supply and bank
stock returns, which answers research question dimAlltaneous equation model
was developed for identifying the existence of ¢éhesnultaneous relationships in
Chapter 4 to assist in answering Question 5. Seé&ié provides a discussion of the
preliminary test results: panel unit root, paneintegration and vector error-
correction model. This section also discussesdhalts of the panel data Generalised
Method of Moments (GMM) and the sensitivity analyseesults. Section 5.7

summarises the chapter.

5.2 Money supply: Is it exogenous or endogenous?

Mainstream Keynesians have maintained that chaimgesoney supply by
the central bank will affect interest rates. Anyaobes in money supply through the
monetary base will affect deposits and in turn $oahhis makes money supply
exogenous, as it is controlled by the central bafike post-Keynesians (PK),
however, assert that money supply is endogenousughr the behaviour of
commercial banks and the public. The central banly determines the level of

interest rates, and the banks then adjust their paatfolios based on this given rate.
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Changes in loans by the banks will affect depaaitd in turn money supply (which
will in turn influence bank stock returns). Thiscgen investigates whether money
supply is exogenous or endogenous in the G-7 desntusing vector error-

correction models and/or Granger causality tests.

5.2.1 Results of the unit root tests

The results of the unit root tests are summarieetiable 5.1. Two variables
were tested — bank loanBL) and broad money suppli§) — as these variables are
used in our analysis to determine whether monenaogenous or exogenous. Prior
to the unit root test, we tested for the sign ¢fead and/or intercept in the series by
plotting a line graph of the variables. Significarends are included in subsequent

tests.

Table 5.1 Unit root test results (Phillips-Perron)

Bank Loans BL) Broad Money Supply MS) Critical values

Level Difference Level Difference 1% 5% 10%
Canada  -2.564 -10.71% 7.295 -3.045 -4.034  -3.447  -3.148
Canadal -1.567 -5.146 -2.224 -4.166 4356  -3.595 -3.233
Canada2 -1.952 -8.264 0.817 -9.53Y -4.055  -3.457 -3.154
France -1.760 -6.782" -1.637 -4.41" -4.166  -3.509 -3.184
Germany  -1.093  -8.782" -2.184 -9.022" -4.085  -3.471 -3.162
Italy 0.112 -12.426" -1.300 -15.578" -4.106  -3.480 -3.168
Japan -1.134  -11.73" -1.384 -7.528" -4.027  -3.443  -3.146
UK -0.836 -11.103 -1.038 -7.67 -4.034  -3.446  -3.148
UK 1 -2.296 -8.459" 0.151 -4.97" -4.095  -3.475 -3.165
UK 2 -0.663 -6.335" -0.605 -6.208" 4137  -3.495 -3.177
us -2.171 -9.627 -2.633 -6.601" -4.032  -3.446  -3.148
Us1 -1.671 -6.73" -2.747 -5.702" 4171 -3.511 -3.186
US 2 -0.612 -7.59" -0.907 -6.02" -4.075  -3.466 -3.160

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(11992007:1), UK 1 = (1975:3 - 1992:3), UK 2=

Skk Kk

(1992:4 - 2006:2), US 1 = (1975:3 - 1986:4), US @887:1 - 2007:1).", ", " denote significance at

the 1, 5 and 10 percent levels respectively.

The Chow breakpoint tests in Chapter 4 indicéitedexistence of a break in
the sample for Canada, the UK and the US. Thudl admple and the split samples
were tested for money endogeneity or exogeneity.skuaplicity, the split samples
are labelled as follows: Canada 1 and 2 refer t66I®to 1990:4 and 1991:1 to
2007:1 respectively; UK 1 and 2 are 1975:3 to 1%9and 1992:4 to 2006:2
respectively; and US 1 and 2 are 1975:3 to 1986c41887:1 to 2007:1.
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The results indicate that the null hypothesis ofirat root could not be
rejected in levels for both variables. This is hesathe Phillips-Perron (PP) test
statistic is higher than the respective criticdliea However, the null hypothesis can
be rejected at the one percent significance lavélst difference for both variables,
thereby showing that they are stationary in fir§fiedence orl(1). In Canada 1, the
null hypothesis is rejected at the five percenelder money supply because the PP
test statistic is lower than the critical value®/595. This confirms that the Johansen
(1988) cointegration test can be performed, as battables are integrated of order

one. This is discussed in the next section.

5.2.2 Results of Johansen cointegration tests

Table 5.2 presents the results of the optimal &ggth of the VAR using
Schwarz Bayesian Criteria (SBC). VAR (1) is suggdsas the most appropriate
model to test for cointegration between bank |lcams$ money supply in most of the
samples: Canada 1 and 2, France, UK 1 and 2 antl &8l 2. However, lag lengths

two and five are also preferred in some cases.

Table 5.2 VAR optimal lag length

BL and MS

Lag 0 Lag 1l Lag 2 Lag 3 Lag 4 Lag5 Lag 6
Canada 0.475 -9.227 -9.286 -9.225 -9.164 -9.042 -9.016
Canada 1 -1.944 -11.027 -10.928 -10.733 -10.628 -10.398 -10.210
Canada 2 -1.261 -9.322 -9.115 -8.906 -8.723 -8.527 -8.571
France -5.728 -12.827 -12.824 -12.643 -12.464 -12.258 -12.011
Germany -2.362 -11.041 -11.142 -10.939 -10.733 -10.838 -10.861
Italy -4.036 -9.978 -9.763 -9.639 -10.071 -10.785-10.587
Japan 0.033 -12.252 -12.537 -12.445 -12.329 -12.318 -12.273
UK 1.283 -9.241 -9.268 -9.164 -9.052 -8.951 -8.837
UK 1 1.034 -8.522 -8.452 -8.264 -8.054 -7.913 -7.713
UK 2 -4.179 -12.694 -12.464 -12.222 -11.997 -11.903 -11.671
us -2.216 -13.293 -13.377 -13.264 -13.186 -13/555-13.529
us1i -3.913 -13.371  -13.192 -13.040 -12.829 -12.975 -12.783
us 2 -3.688 -13.931 -13.843 -13.787 -13.592 -13.834 -13.668

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(11992007:1), UK 1 = (1975:3 - 1992:3), UK 2=
(1992:4 - 2006:2), US 1 = (1975:3 - 1986:4), US p1887:1 - 2007:1)BL denotes bank loans and

MSis money supply. indicates optimal lag length.

In the case of Canada, Germany, Japan and UK, \2ARs (preferred to test

for cointegration between bank loans and money Igu@s reported in Table 5.2
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where -9.286, -11.142, -12.537 and -9.286 aredives$t values among the SBC. Lag
length five is chosen for cointegration tests betwthe two variables in Italy and the
US as the lowest SBC are -10.785 and -13.555 régpic These lags are used for

the subsequent cointegration tests.

The Johansen cointegration test results summainis@éble 5.3, show that
most of the variables are cointegrated. The nybdtlyesis of the cointegration tests
is that there is no cointegrating vector againstaternative that there is at most one
cointegrating vector. The tests include a lineandr following from the unit root
tests. Thus, the MacKinnon, Haug and Michelis (3991iical values at 1, 5 and 10
percent levels of significance for the Trace Temst &81.15, 25.78 and 23.34
respectively and for the Maximal Eigenvalue Tebkg tritical values are 23.97,
19.38 and 17.23 at the significance level of 1n8 &0 percent respectively.

Table 5.3 Johansen cointegration test results

BL andMS

Country Trace M.E. Lag
Canada 16.37 10.87 2
Canada 1 31.30” 23.23 1
Canada 2 56.05" 50.78" 1
France 33.3" 26.97" 1
Germany 26.05" 21.15 2
Italy 26.78 22.88 5
Japan 39.16" 34.27" 2
UK 31.637 22.00” 2
UK 1 12.01 8.15 1
UK 2 28.58" 24.88" 1
us 33.19" 21.57 5
Us1 33.89" 22.5 1
us?2 55.62" 51.89" 1

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(11992007:1), UK 1 = (1975:3 - 1992:3), UK 2=
(1992:4 - 2006:2), US 1 = (1975:3 - 1986:4), USA887:1 - 2007:1)BL denotes bank loans aMb
is money supply. Trace is Trace Test statistic lri. is Maximal Eigenvalue Test statistic., ~, ~

denote significance at the 1, 5 and 10 percentdeespectively.

The Trace Test and Maximal Eigenvalue Test statistire above the
MacKinnon, Haug and Michelis (1999) critical valuaisthe one and five percent
levels of significance for all cases except CareatthUK 1. This indicates a long-run
equilibrium between bank loans and money suppbllithe sample countries except
Canada and UK 1.
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The variables that are found to be cointegratetibeiltested for long-run and
short-run causality using vector error-correctioadalling (VECM), and those that
are found not to be cointegrated will be testechgighe standard Granger (VAR)

causality test, as explained in the next section.

5.2.3 Results of the causality tests

In order to assess whether money supply is exogeapendogenous in the
seven countries, the causality results between baaks and money supply are

examined. Tables 5.4 and 5.5 (p. 104) summarisesthéts.

Table 5.4 Error-correction terms

DV INDV ECT t-stat ECT t-stat
Canada 1 UK

BL MS -0.191 [-3.268] -0.002 [-0.684]

MS BL -0.134 [-4.783] -0.004 [-6.607]
Canada 2 UK 2

BL MS 0.003 [ 1.010] -0.095 [-4.619]
MS BL -0.003 [- 8.50] -0.095 [-3.967]
France us

BL MS -0.11 [-5.45] -0.071 [-2.336]

MS BL -0.068 [-3.255] 0.086 [3.147T
Germany UusS1l

BL MS -0.016 [-1.499] -0.099 [-5.017]
MS BL -0.25 [-4.142] -0.07 [-1.131]

Italy us?2

BL MS -0.051 [-0.190] -0.17 [-5.825]
MS BL -0.774 [-2.612] -0.123 [-6.919]
Japan

BL MS -0.066 [-5.447T

MS BL -0.014 [-3.293]

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(11992007:1), UK 1 = (1975:3 - 1992:3), UK 2=
(1992:4 - 2006:2), US 1 = (1975:3 - 1986:4), US p1887:1 - 2007:1)BL denotes bank loans and

MSis money supply. ,”, " denote significance at the 1, 5 and 10 perceeisaespectively.

The results in Table 5.4 show that the error-cdiwaderms are negative and
significant. Money supply reacts to a deviationniréhe equilibrium relationship
between 0.3 percent (Canada 2) and 77.4 percahy)(livhile bank loans react to
the same deviation adjusting from 6.6 percent ([@pfmal9.1 percent (Canada 1).
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Table 5.5 Results of causality tesBL and MS

LR SR Granger Conclusion Monetary Policy
Canada BL = MS ENDO MT
Canada 1 BL - MS ENDO INF
Canada 2 BL = MS ENDO MT/INF
France BL - MS MS= BL ENDO MT/INF
Germany BL = MS BL=MS ENDO MT/INF
Italy BL = MS ENDO MT
Japan BL - MS BL = MS ENDO MT/INF
UK BL=MS MS=BL ENDO MT
UK 1 MS = BL EXO INF
UK 2 BL - MS ENDO MT/INF
us BL - MS MS=BL ENDO MT
uUs1 MS = BL EXO INT
us 2 BL - MS ENDO MT/INT

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(11992007:1), UK 1 = (1975:3 - 1992:3), UK 2=
(1992:4 - 2006:2), US 1 = (1975:3 - 1986:4), US 21887:1 - 2007:1)= indicates unidirectional
causality and- indicates bidirectional causalitiBL denotes bank loans amdS is money supply.

EXO and ENDO indicate money supply as exogenousaddgenous respectively.

Bidirectional causality between bank loans and rmgongupply or
unidirectional causality from bank loans to moneyp@y in Table 5.5 indicates
money supply as being endogenous, for examplégicase of Japan. Overall, it was
found that money is endogenous in all the countelesept for UK 1 and US 1,
where money supply was found to be exogenous. Duttiis period, monetary
policy in UK 1 and US 1 was focused on targetinghetary aggregates. In line with
the monetarist view, a change in money supply ahilmsethe central bank has an
effect on bank loans through the bank lending cehnirhus, it is not surprising that
money supply is found to be exogenous in thesecoumtries during those periods
only. The results for UK 1 and US 1 are supportiwehe existence of exogenous
money found by Huang (2003) and Romer and Rome&3Q)lB=spectively for those

years®’

The other monetary targeting sample is Canada Wweier, money supply
was found to be endogenous during this period. Wrahexplanation for this could
be that the Canadian central bank abandoned mgn&ageting in 1982 and
changed its monetary policy to price stability laygeting inflation, which it only

3"Huang (2003) found existence of the bank lendihgnoel in the UK, while Romer and Romer

(1990) concluded that the money view (exogenousayjpexists in the US.

104



announced in February 1991, as reported by Thie€k@98). The reason for this
could be that as the demand for loans in the fildusystem changes, the flow from
loans to monetary aggregates as predicted by thteEynesian theory also changes
the monetary aggregates, resulting in the centaalkbnot being able to hit the

predetermined rates.

A causality test between bank loans and money gupps conducted up to
1982; however, the result was inconclusive as is i@und that there was no
causality between the two variables. This couldbe to the small sample size. Thus,
in this thesis, the sample period for Canada 1dedsrmined to be 1976:3 to 1990:4.

These results are in line with Howells and Husse{{1'998) findings, even
with an extended sample period of nine years. &nhyilthe results appear to suggest
bidirectional causality in the long run in Franeceldhe US, and to suggest that loans
cause money supply in Italy and the UK. Howevertheir paper Howells and
Hussein (1998) concluded that money was endogeimoGsnada and Germany in
the short run, but did not mention that in the long it was found to be exogenous.
One factor that Howells and Hussein (1998) didawstsider was to split the sample
for the UK and the US; the results in this theadicate that there was a difference

between monetary policy regimes.

As money supply was found to be endogenous in meastples, the next
question is: which of the three views of the poslitesian theory
(accommodationist, structuralist or liquidity prefiace) is supported? This will be

answered in the next section.

5.3 Three views of endogenous money

Debate exists under the PK theory of endogenousynoegarding whether money
supply has unidirectional or bidirectional causabn bank loans. The controversy
over this issue impinges on the causality betweenatary base and bank loans and
the money multiplier and bank loans. These argusnehPK theory fall into three
views: accommodationist, structuralist and liquidfgreference. With the above
findings of the nature of money supply, it is i@&ing to investigate which view the
endogenous money supports or whether the compoaoétiie money supply follow
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the monetarist view. Empirical tests of unit roarsd cointegration are employed
before the VECM causality tests are performed.

5.3.1 Results of the unit root tests
As in Section 5.2 above, unit root tests are fimiducted on the variables to
test whether they are stationary or not. The resoft the unit root tests are

summarised in Table 5.6 (p. 107).

Three variables were tested: monetary b&4B),( broad money multiplier
(MM), and nominal incomeY]. Prior to the unit root tests, we tested for dfgn of a

trend and/or intercept in the series by plottidme graph of the variables.

The results indicate that the null hypothesis ofirat root could not be
rejected at level for all the variables.

The null hypothesis, however, can be rejected fovaiables when these
variables were differenced once, thereby showiraj they are stationary in first
differenced oi(1). This confirms that the Johansen (1988) cointegnatiest can be
performed on the variables.
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Table 5.6 Unit root test results (Phillips-Perron)

Monetary Base MB) Broad Money Multiplier ( MM) Nominal Income (Y) Critical values
Level Difference Level Difference Level Difference 1% 5% 10%
Canada -1.860 -15.399 -2.342 -15.11% -2.144 -6.569" -4.034 -3.447 -3.148
Canada 1 -2.425 -9.537 -1.762 -9.318 -1.931 -A4.776 -4.356 -3.595 -3.233
Canada 2 -0.281 -14.466 -2.370 -12.365 -3.104 -4.275% -4.055 -3.457 -3.154
France -2.540 -6.657 -1.745 -6.24" -1.821 -4.238 -4.166 -3.509 -3.184
Germany -1.898 -11.689 -2.348 -13.207 -2.119 -9.046° -4.085 -3.471 -3.162
Italy 0.186 -6.407" -1.845 -13.02° -1.023 -6.316 -4.106 -3.480 -3.168
Japan -2.853 -11.301 -1.437 -11.461 -0.596 -11.196 -4.027 -3.443 -3.146
UK -3.020 -14.428 -1.344 -13.968 -2.134 -11.627 -4.034 -3.446 -3.148
UK 1 -2.348 -10.481" -2.169 -10.24%4 -1.570 -8.801" -4.095 -3.475 -3.165
UK 2 -2.626 -9.648 -3.028 -9.165 -1.326 5.17 -4.137 -3.495 -3.177
us -2.755 -16.374 -1.988 -14.197 -2.985 -8.443 -4.032 -3.446 -3.148
us1 -2.721 -10.64 -2.360 -9.088 -1.900 -4.849 -4.171 -3.511 -3.186
us2 -2.284 -11.628 -0.485 -10.717 -1.881 -7.14% -4.075 -3.466 -3.160

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(1992007:1), UK 1 = (1975:3 - 1992:3), UK 2 = P94 - 2006:2), US 1 = (1975:3 - 1986:4), US 2 8qZ1 - 2007:1).
™7, denote significance at the 1, 5 and 10 perceeidaespectively.
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5.3.2 Results of the cointegration tests

Table 5.7 (p. 109) presents the results of thenmgdtiag length of the
VAR using Schwarz Bayesian Criteria (SBC). VAR (@ suggested as the most
appropriate model to test for cointegration betwkem variables in most of the
samples.

Lag lengths of order two, three and five are preféiin all other cases.
VAR (2) is chosen to test for the cointegrationwssn money supply and
income in Canada, Canada 1 and 2, Japan, UK, USUa@. VAR of order
three is preferred for cointegration tests betweank loans and monetary base
and bank loans and money multiplier in France asSBC is -9.553 and -9.483
respectively, showing the lowest among the sevgs iiacluded. The results for
Germany also preferred lag length three to usetdsting for cointegration
between money supply and income as the SBC of 0B0githe lowest at this lag.
SBC gives preference to a lag length of five in th& as the lag employed for
testing cointegration between bank loans and monéi@se and bank loans and
money multiplier. Similarly for Italy, SBC of -8.84 -8.536 and -11.873 are the
lowest among all the lags, making VAR (5) the pnefe lag to be used for the

subsequent cointegration tests.
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Table 5.7 VAR optimal lag length

BL and MB

Lag 0 Lag 1 Lag 2 Lag 3 Lag 4 Lag5 Lag 6
Canada -0.346 -7.698 -7.660 -7.522 -7.374 -7.239 -7.094
Canada 1 -2.381 -10.064 -10.058 -9.796 -9.654 -9.452 -9.248
Canada 2 -1.254 -6.690 -6.566 -6.345 -6.114 -5.885 -5.663
France -3.557 -9.538 -9.287 -9.553 -9.287 -9.060 -8.841
Germany -1.332 -10.027 -9.991 -9.883 -9.716 -9.636 -9.482
Italy -0.817 -8.583 -8.419 -8.221 -8.138 -8.746 -8.586
Japan 2.070 -8.618 -8.476 -8.355 -8.213 -8.085 -7.945
UK 1.250 -6.382 -6.272 -6.269 -6.156 -6.031 -5.884
UK 1 0.244 -5.914 -5.706 -5.686 -5.517 -5.342 -5.111
UK 2 -2.124 -9.351 -9.085 -9.070 -8.862 -8.696 -8.463
us 0.072 -10.965 -11.054 -10.925 -10.843 -11.263-11.141
us1i -3.741 -10.825  -10.602 -10.430 -10.414 -10.366 -10.316
us 2 -1.261 -11.388 -11.317 -11.154 -11.067 -11.332 -11.160
BL and MM
Canada -0.109 -7.489 -7.426 -7.274 -7.121 -6.977 -6.856
Canada 1 -2.855 -9.551 -9.517 -9.294 -9.111 -8.885 -8.696
Canada 2 -1.916 -6.522 -6.369 -6.135 -5.896 -5.670 -5.453
France -3.086 -9.367 -9.148 -9.483 -9.176 -8.974 -8.704
Germany -2.660 -10.280 -10.170 -10.207 -10.005 -9.887 -9.694
Italy -0.762 -8.286 -8.133 -7.980 -8.006 -8.536 -8.436
Japan 1.236 -8.644 -8.502 -8.387 -8.246 -8.115 -7.975
UK 1.494 -6.342 -6.222 -6.238 -6.131 -6.010 -5.863
UK 1 1.274 -5.715 -5.512 -5.551 -5.407 -5.211 -4.980
UK 2 -1.772 -9.274 -9.004 -8.972 -8.720 -8.547 -8.293
us 0.330 -10.774 -10.832 -10.705 -10.679 -11.031-10.910
us1i -2.816 -10.553 -10.374 -10.258 -10.193 -10.197 -10.134
us 2 -1.212 -11.254  -11.164 -11.045 -10.965 -11.199 -11.041
MSandY
Canada -1.186 -13.267 -13.444 -13.331 -13.315 -13.218 -13.132

Canada 1 -2.910 -12.588 -12.634 -12.413 -12.300 -12.141 -12.028
Canada 2 -3.964 -14.097 -14.430 -14.190 -14.151 -13.954 -13.747

France -6.520 -14.407 -14.265 -14.000 -13.811 -13.831 -13.668
Germany -3.177 -10.103 -9.897 -10.403 -10.207 -10.241 -10.016
Italy -3.837 -10.744 -10.704 -10.690 -11.285 -11:87311.694
Japan -3.040 -13.956 -14.193 -14.063 -13.990 -13.952 -13.931
UK -0.154 -12.692 -12.723 -12.659 -12.604 -12.521 -12.432
UK 1 -1.879 -11.987 -11.926 -11.803 -11.670 -11.578 -11.403
UK 2 -5.384 -15.120  -14.980 -14.704 -14.424 -14.164 -13.938
us -1.493 -13.614 -13.837 -13.722 -13.663 -13.529 -13.438
usi -3.903 -13.051 -12.863 -12.611 -12.350 -12.040 -11.728
us2 -3.462 -14.771 -14.841 -14.759 -14.657 -14.459 -14.449

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(1992007:1), UK 1 = (1975:3 - 1992:3),
UK 2=(1992:4 - 2006:2), US 1 = (1975:3 - 19864§ 2 = (1987:1 - 2007:1BL denotes bank
loans,MB is monetary basdyiIM is money multiplierMS is money supply and is income.

" indicates optimal lag length.
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The Johansen cointegration test results summairsédible 5.8 show
that most of the variables are cointegrated. Ifghe a discrepancy between the
tests, for example in UK 2 between the varialdsand MM, the Maximal
Eigenvalue Test will be upheld for the reasons chateSection 4.5.2 above.

Table 5.8 Johansen cointegration test results

BL and MB BL and MM
Country Trace M.E. Lag Trace M.E. Lag
Canada 29.00 17.1 1 16.95 10.04 1
Canada 1 42.65 32.58" 1 9.59 6.32 1
Canada 2 25.75 19.47" 1 10.67 6.16 1
France 24.72 17.73 3 21.27 16.34" 3
Germany 23.67 17.59 1 26.8 23.12 1
Italy 34.31" 2217 5 30.48 20.57 5
Japan 60.23 52.11" 1 60.2” 49.19” 1
UK 13.65 11.70 1 40.62 3457 1
UK 1 12.91 10.51 1 9.93 7.15 1
UK 2 25.62 224 1 23.24 20.47 1
us 20.78 17.29 5 26.07 19.30 5
us1 11.35 8.95 1 20.4 14.11 1
us?2 19.1 14.3 1 47.51 41.44" 1
MSandY
Country Trace M.E. Lag
Canada 33.09 26.99” 2
Canada 1 24.75 19.54" 2
Canada 2 30.54 20.28 2
France 26.36 22.01" 1
Germany 23.83 16.67 3
Italy 28.75 23.59" 5
Japan 31.86 25.56" 2
UK 25.81" 20.94" 2
UK 1 4.89 3.39 1
UK 2 20.26" 15.89" 1
us 20.49 10.35 2
us1 18.82 11.41 1
us 2 27.76 23.66" 2

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(1992007:1), UK 1 = (1975:3 - 1992:3),
UK 2 = (1992:4 - 2006:2), US 1 = (1975:3 - 198614% 2 = (1987:1 - 2007:1BL denotes bank
loans,MB is monetary basdyiM is money multiplier, MS is money supply and is income.
Trace is Trace Test statistic and M.E. is MaximajeBvalue Test statistic. , ~, = denote

significance at the 1, 5 and 10 percent levelsaesely.

The null hypothesis of the cointegration tests hattthere is no
cointegrating vector against the alternative thate is at most one cointegrating

vector. The cointegration tests include a lineandr for all samples with the
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exception of testing for cointegration between bldns and money multiplier
in France and between money supply and incomeande;, UK, UK 1 and 2 as
the unit root tests showed that the trend was migognt. Thus, for a
cointegration test that includes a linear trend,MacKinnon, Haug and Michelis
(1999) critical values for the Trace Test are 312%78 and 23.34 and for the
Maximal Eigenvalue Test the critical values are923.19.38 and 17.23 for 1, 5
and 10 percent level of significance respectivélgr cointegration tests that
include a constant only, the critical values fag thace tests are 25.07, 20.26 and
17.98 and the Maximal Eigenvalue Test statistic e tested against the
critical values of 20.16, 15.89 and 13.90 at theébland 10 percent level of

significance respectively.

The results suggest that the non-cointegration thgsis between the
bank loans and monetary base is rejected at ondiangercent for Canada 1
and 2, Italy, Japan and UK 2. The null hypothes$is® cointegration between
bank loans and monetary base is also rejectecedethpercent level in Canada,
Germany, and France. As non-cointegration is regecfor the Maximal
Eigenvalue Test in the US but not for the Tracet,Ttbe results for the Maximal

Eigenvalue Test were used.

The cointegration results are supportive of the otlypsis that the
relationship between bank loans and broad moneyipthet is stable in the long
run in France, Germany, Italy, Japan, UK and USire the null hypothesis is
rejected at the one and five percent level of §icenice but significant at the five
percent level for the Trace Test. UK 2 was founthidwe a discrepancy between
the Trace Test and Maximal Eigenvalue Test. Sitee Maximal Eigenvalue
Test of 20.47 was found to be significant at tive foercent level of significance,
it was deduced that there is at least one cointiegraector between bank loans

and money multiplier.

Most of the samples have a cointegrating vectowéeh money supply
and income at the one and five percent levels gifiicance. However, UK 1,
US and US 1 were found to have no cointegratingovgresent between the two

variables. For Germany, the Trace Test indicateg the non-cointegration
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hypothesis between money supply and income istegjeat the ten percent level.
But the opposite is true according to the Maxim@eBvalue Test. Thus, it was
concluded that there is no cointegrating vectorwbeh money supply and

income in Germany.

From the results of the cointegration tests, thasaklty tests using
VECM and Granger causality are performed. The tesaf these tests are

provided in the next section.

5.3.3 Results of the causality tests

Results for the long-run and short-run causaligtsteare summarised in
Table 5.10 (page 116). The detailed results areiged in Appendix A5.1. Table
4.1 outlines the hypotheses of all three post-Kseiame views of money
endogeneity as well as the monetarist view, repredihere from Chapter 4 for

the convenience of the reader.

Extracted from Chapter 4, Table 4.1, p. 68

Monetarist Accommodationist Structuralist Liquidity
Preference

MB= BL BL=MB BL~ MB BL= MS

MS= BL BL= MS BL= MM

MS=Y Ye MS Yo MS

Note: BL denotes bank loan$/B is monetary baseyIM is money multiplier,MS is money

supply andy is income.

The variables that were found to be cointegratdtibei tested for long-
run and short-run causality using vector error-ection modelling (VECM) and
those that are found not to be cointegrated willtésted using the standard

Granger (VAR) causality test, as explained in Sect.5.3.

The error-correction terms in Table 5.9 (page lfdjcate all the signs
are correct, that is, they are negative. This issitent with the earlier results
that all series are cointegrated. The US resulthicate some positive and
significant error-correction terms; however, themeor-correction terms are
calculated from the same cointegrating vector + ifjaone cointegrating vector
is used to calculate the error-correction term,ogposed to calculating a
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different cointegrating vector for each causalitgirp Thus, these terms are

acceptable as they are the opposite sign of ther etinor-correction term.

The results suggest that the speed of adjustmenaok loans varies
from 0.6 percent (Japan) to 26.2 percent (ltalyg Hre speed of adjustment for
monetary base varies from 0.3 percent (Canada}1®é gercent (France). For
bank loans and money multiplier, the magnitude haf error-correction term
varies from 0.1 percent (Japan) to 42.2 percentnf@ey). Furthermore, the
speed of adjustment for income varies from 0.2 gr@r¢UK) to 6.5 percent (UK
2).

In this section, the results in sub-section 5.38ravisited and analysed
in terms of the four views (including monetaristywoney supply. Table 5.10 (p.
116) consolidates the results. On which view of eyoendogeneity is supported,

the evidence from our tests is mixed.

As mentioned above, UK 1 and US 1 show money igenous, a result
in line with the monetarist view since causalitpsirom money supply to loans.
This is due to the monetary policy regime adoptgdhe two countries during
these two sample periods. From 1975 to 1992, this Wibnetary policy regime
focused on monetary aggregates and the US foll@n&dhilar policy from 1975
to 1986, targeting monetary aggregates as discuissgaapter 3.

Consistent with its monetary policy of targetingmetary aggregates, the
evidence for Italy also supports the monetarisivyi@s causality runs from loans
to monetary base and money multiplier in the longl short run. However,
causality runs from loans to money supply in thaglaun, supporting the
accommodationist view. It was also found there idirbctional causality
between money supply and income, as the error @@mreterms of 2.5 and 0.6
percent in Table 5.9 are significant at the one &rd percent level of

significance respectively.
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Table 5.9 Error-correction terms

DV INDV ECT t-stat ECT t-stat
Canada Japan

BL MB -0.003 [-0.448] -0.006 [-7.641]
MB BL -0.012 [-4.198]" -0.003 [-1.743]
BL MM -0.012 [-7.567]
MM BL -0.001 [-0.163]
MS \4 -0.027 [-4.473] -0.001 [-5.118]
Y MS -0.009 [-2.254] 0.002 [ 0.404]
Canada 1 UK

BL MB -0.15 [-4.214]

MB BL -0.136 [-4.783]

BL MM -0.017 [-5.818]
MM BL -0.008 [-2.779]
MS \4 -0.033 [-4.038]" -0.005 [-4.130]
\ MS 0.013 [1.977] -0.002 [-1.955]
Canada 2 UK 2

BL MB -0.029 [-3.146]" -0.215 [-3.652]"
MB BL -0.015 [-3.326] -0.358 [-2.467]
BL MM -0.138 [-3.697]
MM BL -0.306 [-2.457]
MS \4 0.079 [ 2.636] -0.024 [-4.587]
\ MS -0.056 [-4.044]" -0.065 [-3.333]
France UusS

BL MB 0.081 [ 2.846]

MB BL -0.446 [-3.021]

BL MM -0.069 [-3.16] -0.069 [-3.747T
MM BL -0.318 [-2.441] 0.121 [ 2.145]
MS \4 -0.087 [-3.356]

\ MS -0.035 [-3.315]

Germany UsS 2

BL MB 0.029 [2.576]

MB BL -0.202 [-3.146]

BL MM -0.147 [-2.951] -0.001 [-6.921]
MM BL -0.422 [-3.809] 0.001 [ 2.431]
MS \4 -0.087 [-3.356]" -0.033 [-4.824]"
\ MS -0.035 [-3.315] -0.005 [-0.951]
Italy

BL MB -0.262 [-4.600]"

MB BL -0.062 [-0.556]

BL MM -0.113 [-4.398]

MM BL -0.067 [-0.857]

MS \4 -0.025 [-3.561]"

\ MS -0.006 [-2.330]

Note: Numbers in square brackets are t-statisG@emada 1 = (1976:3 - 1990:4), Canada 2 = (1991:1 -
2007:1), UK 1 = (1975:3 - 1992:3), UK 2 = (1992:2006:2), US 1 = (1975:3 - 1986:4), US 2 = (1987:1
2007:1). ECT is error-correction termBL denotes bank loandyiB is monetary baseMM is money
multiplier, MS is money supply andt is income.”™, ™, " denotes significance at the 1, 5 and 10 percent

levels respectively.
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Table 4.1 indicates support for both the accommodst and the
structuralist views. This means that money supmgucs from banking credit
creation as changes in money income affect demanghink loans. The new
loans created also create deposits, which areubked to finance the change in
demand. This would also explain the support forrttenetarist view in the short

run between loans and monetary base and multiplier.

In the case of Japan, the evidence indicates migsdlts between the
four hypotheses tested. Causality between bankslcamd monetary base
supports the structuralist view, evident from tlgmgicant error-correction terms
of 0.6 and 0.3 percent in Table 5.9, while caugdhetween bank loans and
money supply supports the liquidity preference vievthe long run as the error-
correction terms are found to be 6.6 and 1.4 peroehable 5.9. Both views are
consistent with the PK theory. However, it was afeand that the money
multiplier causes bank loans in Japan, which is@pert for the monetarist view.
This may mean that liability management practices lacking in Japan. The
Japanese literature recognises the non-independdnu&porations to manage
liability given the nature of the main banking ®yst (one long-standing
relationship-based bank provides capital in timfeseed as this bank holds about
30 percent of the share capital of the firm) and pinactice ofkeiretsufirms
providing financing to each other. Structuralisdentify liability management
practices as an alternative to supplement resdrogages; thus an increase for
loan demand causes liability transformation, sa thedit causes an increase in
the money multiplier. In the short run, loans cauosaney supply and there is

bidirectional causality between money supply armbine.

For the rest of the countries — Canada, Canadaabhada 2, France,
Germany, UK, UK 2, US and US 2 — the evidence ldansrds the three views
of money endogeneity theory in the long run. Fatance, in France, the results
indicate that causality between bank loans and mopédase, bank loans and
money multiplier, and money supply and income, supfhe structuralist view
in that there is bidirectional causality betweea Hariables. In addition, it was

% The accommodationist view is also supported inctee of money supply and income.
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found that the liquidity preference view is suppdrtas there is bidirectional

causality between bank loans and money supply.

Table 5.10 Summary of endogenous money views foumdG-7 countries

VECM GR VECM GR VECM GR
LR SR LR SR LR SR
Canada (MT/INF) Canada 1 (MT) Canada 2 (INF)

BL&EMB  ac ST ST

BL & MM MO AC

BL&MS AC | LP AC

MS& Y AC /ST AC /ST MO AC /ST MO
France (MT/INF) Germany (MT/INF)

BL & MB ST MO ST AC

BL&MM ST ST ST MO

BLEMS —1p MO AC AC

MS& Y AC /ST MO
Italy (MT) Japan (MT/INF)

BL&MB MO MO ST

BL&EMM Mo MO MO

BLEMS  ac LP AC

MS& Y AC /ST INC AC /ST
UK (MT/INF) UK 1 (MT) UK 2 (INF)

BL & MB AC ST

BL & MM ST ST

BL&MS  AcC MO MO LP

MS&Y AC/ST AC/ST
US (MT/INT) US 1 (MT) US 2 (INT)

BL & MB

BL&EMM g1 ST AC

BL&MS LP MO MO LP

MS& Y INC INC INC

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(1992007:1), UK 1 = (1975:3 - 1992:3),
UK 2 = (1992:4 - 2006:2), US 1 = (1975:3 - 19864% 2 = (1987:1 - 2007:1L.R andSRare

long-run and short-run conclusion based on the &feetror-Correction Model(ECM), while

GR stands for Granger causalif§L. denotes bank loan#)B is monetary baséyIM is money

multiplier, MS is money supply and is income. AC is Accommodationist, ST is Struclista

LP is Liquidity Preference, MO is Monetarist viewdalNC indicates the results are inconclusive.

Monetary policies are given in parentheses where MF and INT are monetary, inflation and

interest rate targeting respectively.

The long-run evidence supports the structuraliswvifor causality

between bank loans and monetary base and also dretvaank loans and money
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multiplier. Liquidity preference view was found @anada 1, France, UK 2, US
and US 2 as there is bidirectional causality betwewney supply and bank
loans. This implies that both the demand for moaxey the demand for loans are
independent, as new deposit owners have indepehdeiaity preferences about
the amount of money they wish to hold. Palley ()9%wever, classifies the
same finding under the structuralist approach. Baaks cause money supply in
Canada 2, Germany and UK, supporting the accomnuomistt view. The
causality between money supply and income was fdonble bidirectional in

most cases except in US 2.

In summary, countries with a pure monetary targetegime, that is, UK
1, Italy and US 1 still had the monetarist view [soped in our tests in the long
run. Canada 1 was the exception to this patterth Wie mixed monetary policy
regimes (Canada, France, Germany, Japan, UK angdthiSinoney endogeneity

views were more evident in our tests.

In the short run, the evidence on the conduct ofietery policies of the
central banks is mixed. In interpreting the resulie Granger causality tests are
also included as short-run causality. Most of thersrun results indicate support
for either the monetarist view or the accommodasioniew, with the exception
of bank loans and money multiplier in France, whérere is bidirectional
causality giving support for the structuralist vieltvis interesting to note that
countries with monetary aggregate targeting as thenetary policy (Canada 1,
Italy, UK 1 and US 1) had results consistent witbnetarist view in the short
term, while those with a mixed monetary policy regi over the years (for
example, France, Germany and Japan) yielded rebuisative of a mixed
endogenous (mostly accommodationist) and exogewigws in the short term.
This means that even though money is endogenotiseitong run in some of
these countries, central banks still maintain daruening operation in the short
run — for example, the UK and the US are foundaeehunidirectional causality
from money supply to bank loans, supporting the etanmst view. In the UK,
loans also cause monetary base in the short ruichwheans any demand for
reserves is fully accommodated by the Bank of Emtjla

117



Canada, Germany and Japan are found to suppodcttenmodationist
view, with Canada and Germany also supporting tlmmetarist view as the
money multiplier causes bank loans only. An expili@amefor this could be that as
the demand for reserves is fully accommodated, touthe accommodationist
beliefs, this change in reserves also changes dberves ratio in the money

multiplier. This in turn affects loans.

As the sample period for France and Italy ends reetbe start of the
European Monetary System, the short-run resultsiratieative of the type of
monetary policy adopted by these countries befoeeftll advent of the euro.
Both countries set monetary aggregate targets glthis time. It is interesting to
note that Germany was also a monetary targetingntcpubut has an
accommodationist view between bank loans and mpnbtse. This could be a
reason why Germany was found to have an endogemougy supply in both
the short run and the long run. The evidence tosvanbney endogeneity in
Germany is similar to Holtemdller's (2003) results.

There has been little evidence of which money eedeily view
(whether accomodationist, structuralist or liquiditeference) is in favour in the
G-7 countries. Most studies of this kind concestramainly on emerging
economies, for example, Shanmugam, Nair and Li 3200ymyatnina (2006)
and Cifter and Ozun (2007) for Malaysia, Russia dnakey respectively.
Results of the bivariate tests, especially betwgamk loans and money supply,
have been used in a number of studies, for exahipleells and Hussein (1998)
and Vera (2001). However, these tests may haversafffrom the possibility
that the results were invalid because of an omittadable. In this thesis, we
have used a variety of hypotheses specifically @st inot only the money
endogeneity, but also the question of whether ppsuts the accommodationist,
structuralist or liquidity preference view. The ults clearly answer these
questions for each country, both in the short rad #&e long run. Having
obtained evidence from G-7 countries on this imguurtissue could be

considered a significant contribution of this tlsesi
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The next section will use the Toda and Yamamot®%)%rivariate VAR
to test for the validity of earlier inferences beem bank loans and money supply,

with the existence of a third variable: deposits.

5.4 Results of the trivariate VAR

As the Toda and Yamamoto (1995) analysis requiresrtaximum order
of integration () of the variables and the lag lengtk), (unit root tests
(Phillips-Perron) and the VAR optimal lag lengtisteeare conducted in the first
instance. Unit root tests for the logarithm of deipowere conducted similar to
Section 4.5.1, to test for stationarity. Unit rdests for bank loans and money
supply have been conducted in Section 5.2.1. Thable 5.11 summarises the

results of unit root tests for deposits only.

Table 5.11Unit root test results (Phillips-Perron)

Deposits (DEP) Critical values

Level Difference 1% 5% 10%
Canada -2.177 -11.004 -4.035 -3.447 -3.149
Canada 1 -1.742 -6.512 -4.127 -3.491 -3.174
Canada 2 -1.956 -8.34% -4.106 -3.480 -3.168
France -0.504 -6.508" -4.176 -3.513 -3.187
Germany -2.818 -8.622 -4.085 -3.471 -3.162
Italy -2.214 -7.298" -4.108 -3.482 -3.169
Japan -2.051 -16.248 -4.027 -3.443 -3.146
UK -1.591 -11.425 -4.034 -3.446 -3.148
UK 1 -1.277 -8.447° -4.095 -3.475 -3.165
UK 2 -1.447 -7.563 -4.137 -3.495 -3.177
us 0.028 -10.251 -4.032 -3.446 -3.148
Us 1 -0.144 -7.832° -4.176 -3.513 -3.187
US 2 -1.044 -8.02% -4.075 -3.466 -3.160

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(1992007:1), UK 1 = (1975:3 - 1992:3),
UK 2 = (1992:4 - 2006:2), US 1 = (1975:3 - 19865 2 = (1987:1 - 2007:1).” denotes

significance at the 1 percent level.

The results show that the null hypothesis of natisbarity could not be
rejected for all countries. The series was themetesor stationarity in first
difference form and the results indicate that thiees wad(1) for all countries.
Both bank loans and money supply are also fourteetigl) from Section 5.3.1.

Thus, the maximum order of integratiaih.gy) is 1 in all countries.
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As in Section 5.2.2, the VAR optimal lag length widetermined using
Schwarz Bayesian CriteriécSBQ. VAR (1) is preferred in most cases as the
optimal lag length between bank loans, depositsrandey supply in Canada,
Canada 2, France, UK, UK 1 and 2, US, and US 12arab provided in Table
5.12. The lag length of two is preferred for Candd&ermany and Japan as the
SBC of -17.247, -15.711 and -15.707 respectivetythe lowest among all the
SBC, while in Italy SBC of -15.345 indicates VAR lafg length 5 should be
employed. Following this, the Toda and Yamamot®B)VAR causality test is
performed.

Table 5.12 VAR optimal lag length

BL, DEP andMS
Lag 0 Lag 1 Lag 2 Lag 3 Lag 4 Lag5 Lag 6

Canada -3.176 -14.290  -14.050 -13.758 -13.467 -13.269 -13.032
Canada 1 -8.398 -17.205 -17.247 -16.739 -16.371 -16.233 -16.066
Canada 2 -5.007 -14.128 -13.723 -13.331 -12.831 -12.635 -12.420

France -10.198 -17.875 -17.778 -17.489 -17.253 -17.260 -16.641
Germany -6.385 -15.562 -15.711 -15.359 -14.922 -15.052 -14.550
Italy -7.596 -14.765 -14.225 -13.868 -14.172 -15.345-14.896
Japan -1.361 -15.523 -15.707 -15.620 -15.576 -15.628 -15.440
UK 0.070 -12.520 -12.295 -11.986 -11.698 -11.438 -11.131
UK 1 -0.864 -11.524  -11.071 -10.605 -10.145 -9.892 -9.427
UK 2 -6.784 -16.661 -16.216 -15.621 -15.217 -14.948 -14.618
us -2.910 -17.998 -17.846 -17.533 -17.295 -17.510 -17.293
us1 -8.194 -17.678 -17.113 -16.557 -15.984 -16.083 -15.563
us2 -5.191 -18.632 -18.346 -18.056 -17.686 -17.887 -17.578

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(1992007:1), UK 1 = (1975:3 - 1992:3),
UK 2 = (1992:4 - 2006:2), US 1 = (1975:3 - 198614% 2 = (1987:1 - 2007:1BL denotes bank

loans,DEP is deposits, anMSis money supply. indicates optimal lag length

Table 5.13 summarises the results of the trivaNai® tests. In order to
compare the results from previous findings, Table i reproduced for the
reader. The results are detailed in Appendix A5.2.
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Table 5.13 Trivariate VAR results

DV INDV Canada Canada 1 Canada 2
BL DEP DEP=BL
BL MS MS= BL MS= BL MS= BL
BL DEP & MS DEP&MS= BL DEP&MS=BL DEP&MS—BL
DEP BL
DEP MS MS> DEP
DEP BL & MS BL&MS= DEP BL&MS=DEP BL&MS— DEP
MS BL BL=MS
MS DEP DEP= MS
MS BL & DEP BL&DEP = MS BL&DEP= MS
France Germany Italy Japan
BL DEP DEP—=BL DEP—=BL
BL MS MS—= BL
BL DEP & MS DEP&MS= BL DEP&MS= BL
DEP BL BL— DEP BL— DEP
DEP MS MS~> DEP
DEP BL & MS BL&MS—= DEP
MS BL BL=MS BL=MS BL=MS
MS DEP DEP~MS DEP=MS
MS BL & DEP BL&DEP”MS  BL&DEP= MS BL&DEP—= MS
UK UK 1 UK 2
BL DEP
BL MS MS= BL MS= BL
BL DEP & MS DEP&MS= BL DEP&MS= BL
DEP BL BL= DEP
DEP MS MS= DEP MS= DEP
DEP BL & MS BL&MS— DEP BL&MS= DEP
MS BL BL=MS BL=MS BL=MS
MS DEP DEP= MS DEP=MS
MS BL & DEP BL&DEP~MS BL&DEP—MS
Us UsS1 uUs 2
BL DEP DEP=BL
BL MS MS= BL MS= BL
BL DEP & MS DEP&MS= BL DEP&MS=BL DEP&MS—BL
DEP BL BL— DEP BL=DEP
DEP MS MS= DEP MS= DEP
DEP BL & MS BL&MS= DEP BL&MS= DEP
MS BL BL=MS BL=MS
MS DEP DEP= MS DEP=MS
MS BL & DEP BL&DEP= MS BL&DEP=MS

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(1992007:1), UK 1 = (1975:3 - 1992:3),
UK 2= (1992:4 - 2006:2), US 1 = (1975:3 - 1986:¥K 2 = (1987:1 - 2007:1) indicates

unidirectional causalityBL denotes bank loanBEP is deposits an¥Sis money supply.

Overall, the results show that causality existhegitbetween loans and
deposits or between deposits and money supplyrdnde, Japan and UK 2, it

was found that bank loans cause deposits but demisinot cause money supply.
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In Canada, Germany, Italy, UK and UK 1, it was fdutmat deposits cause

money supply but loans do not cause deposits.

Extracted from Table 5.5, p. 104

LR SR Granger Conclusion

Canada BL = MS ENDO
Canada 1 BL - MS ENDO
Canada 2 BL = MS ENDO
France BL -~ MS MS—=BL ENDO
Germany BL = MS BL=MS ENDO
Italy BL = MS ENDO
Japan BL - MS BL = MS ENDO
UK BL=MS MS=BL ENDO
UK 1 MS = BL EXO

UK 2 BL - MS ENDO
us BL - MS MS=BL ENDO
us1 MS = BL EXO

Uus?2 BL - MS ENDO

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(1992007:1), UK 1 = (1975:3 - 1992:3),
UK 2 = (1992:4 - 2006:2), US 1 = (1975:3 - 19864 2 = (1987:1 - 2007:1) indicates
unidirectional causality and- indicates bidirectional causalitiBL denotes bank loans andS

is money supply. EXO and ENDO indicate money supgdy exogenous and endogenous

respectively.

The results also show that in all these countbask loans cause money
supply. Also, it can be deduced that money supalyses bank loans in Canada,
Japan, UK and UK 1, as it was found that there &itheer causality from money
supply to deposits, or from deposits to loans (mitboth); and that there is also
an existing causality link between money supply @éadk loans. These links
were not found for France, Germany and UK 2. For 2JKhe finding is similar
to that of Caporale and Howells (2001), who fouradisality from loans to
money supply but not from money supply to loansisTimakes the earlier
findings in Section 5.3.3 for Canada, France, Geygndapan, UK, UK 1, and
UK 2 robust.

For the UK, this also confirms the earlier findingé Howells and
Hussein (1998) and Caporale and Howells (2001). é¥@n where Caporale and
Howells (2001) used total transactions as the thinitted variable, in this thesis

demand deposits have been used. Caporale and Kddaetid that transactions
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do not cause deposits and/or loans; thus theiinfipcand also the Howells and
Hussein (1998) finding for the UK that loans caoseney supply, appears to be
valid.

There is a strong causal link between money suppty bank loans in
Canada 1 and US 1. For US 1, the results are siinifdnose from Table 5.5, but
for UK 1 and Canada 1, there are differences in rémults. In Canada 1,
causality was bidirectional in the previous reswlyereas money supply causes
bank loans only when deposits are included. HowdweetUK 1 it was found that
there is bidirectional causality between money su@md loans, but money

supply was found to be exogenous in Section 5.2.

Conflicting results are also found for Canada 2 drady. Canada’s
monetary policy regime during this period (1991dl 2007:1) was inflation
targeting, while Italy conducted monetary aggredatgeting as its monetary
policy regime before the euro, as discussed in @hap Previous results for
Canada and lItaly in Section 5.2.3 showed causalitying from bank loans to
money supply, in support for endogenous money. d&dh samples, the result
that bank loans cause money supply was not fouttdtive inclusion of deposits.
For Canada 2, money supply causes bank loans,anitiafy, the relationship

does not exist at all.

In the case of US and US 1, the results show thiaiashd deposits play an
important role in the financial system, as it wasirfd that bank loans cause
deposits and in turn deposits cause money supmweMer, on top of this, other
types of deposits are also important, as the cdidabetween bank loans and
money supply exists. This is interesting as, unlike other countries under
investigation, the US and US 2 have a monetarcpalf targeting interest rates.
Besides Caporale and Howells (2001), there has beeasearch that focused on
running trivariate VAR causality between bank Iqategposits and money supply
in the G-7 countries. This may be taken as anathportant contribution of this

thesis.
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As loans and deposits are an important factor inegeendogeneity and
also in equity valuation, it would be interestimgibvestigate whether there is a
causal link between money supply and bank stoaknst This will be provided

in the next section.

5.5 Money supply and bank stock prices

In the post-Keynesian theory, the central bank emlgrcises control over
short-term interest rates. If inflation is belometcentral bank’s target, then the
central bank may reduce interest rates to stimuaheteeconomy, which increases
demand for loans, subsequently raising money sugygyoans have an effect on
banks’ profit margins, then any changes in loanwuld/caffect profits and
ultimately stock prices under the dividend valuatitheory. The decrease in
interest rates might also mean that one can eamthleough deposit accounts
relative to stocks or bonds. Thus, stock prices$ balaffected. This section will
investigate whether there is a relationship betwaeney supply and bank stock
prices (returns), using VECM. As in previous setsio unit root and

cointegration tests are conducted beforehand.

5.5.1 Results of the unit root tests

Before the VECM test can be conducted, a few piahny tests need to
be performed, as in previous sections. Again, thieroot test in the context of
Phillips and Perron (1988) is used to test theastatity of the bank price index.

The results provided in Table 5.14 show that theab#es are non-
stationary in levels but stationary in first dié@ices. As money supply was also
found asl(1) in Section 5.2.1, the two series are integrateth@fsame order and

cointegration can be tested using the Johanser8)188thod.
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Table 5.14 Unit root test results (Phillips-Perron)

Bank stock prices (P) Critical values

Level Difference 1% 5% 10%
Canada 0.640 -11.064 -4.035 -3.447 -3.149
Canada 1 -1.348 -5.870 -4.127 -3.491 -3.174
Canada 2 -0.447 -9.486 -4.106 -3.480 -3.168
France -0.774 -5.436 -4.176 -3.513 -3.187
Germany -1.130 -7.317 -4.085 -3.471 -3.162
Italy -1.514 -7.308 -4.108 -3.482 -3.169
Japan -1.296 -11.309 -4.027 -3.443 -3.146
UK -0.704 -14.308 -4.034 -3.446 -3.148
UK 1 -0.944 -15.716 -4.095 -3.475 -3.165
UK 2 2.147 -7.091 -4.137 -3.495 -3.177
us -0.495 -10.399 -4.032 -3.446 -3.148
us1 1.858 -6.418 -4.176 -3.513 -3.187
us?2 -0.333 -8.173 -4.075 -3.466 -3.160

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(1992007:1), UK 1 = (1975:3 - 1992:3),
UK 2 = (1992:4 - 2006:2), US 1 = (1975:3 - 1986:W5 2 = (1987:1 - 2007:1J. denotes

significance at the 1 percent level.

5.5.2 Results of the cointegration tests

Prior to the Johansen cointegration test, the @tlag length to be used
in the cointegration test is determined using veatdoregression (VAR). This is
similar to the procedure described in Section 5.2able 5.15 shows that the lag
length of one is chosen by the Schwarz Bayesiatei@mn (SBC) as the optimal
lag length in Canada 2, France, Germany, UK 1, UK 1 and US 2. VAR(2)
is the optimal lag length preferred in Canada, @arlg Japan, UK and US as the
SBC is the lowest among the seven lags tested exmnple, in Canada the SBC
of -7.908 is the lowest. The lag length of fiveclsosen for Italy as the SBC of -
5.47 is the lowest among all the lags. These lagthes will be used to determine

whether a long-run equilibrium exists between batdck returns and money

supply.
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Table 5.15 VAR optimal lag length

MS and RET

Country Lag0 Lag 1 Lag 2 Lag 3 Lag 4 Lag 5 Lag 6
Canada 2.248 -7.907 -7.908 -7.827 -7.750 -7.668 -7.604
Canadal -0.271 -7.529 -7.717 -7.504 -7.317 -7.225 -7.208
Canada 2 -0.352 -8.479 -8.294 -8.067 -8.003 -7.761 -7.605
France -2.479 -7.133  -7.070 -6.806 -6.464 -6.257 -6.205
Germany 0.837 -6.444  -6.270 -6.064 -5.909 -5.690 -5.483
Italy 1.261 -4.373 -4.492 -4.480 -4.871 -5.470 -5.365
Japan 3.527 -7.984 -8.150 -8.015 -7.920 -7.897 -7.855
UK 3.512 -7.391 7412 -7.377 -7.268 -7.160 -7.085
UK 1 0.784 -7.490 -7.440 -7.356 -7.171 -7.120 -6.956
UK 2 0.398 -7.668 -7.438 -7.193 -6.922 -6.746 -6.696
us 2.093 -8.810 -8.894 -8.754 -8.642 -8.499 -8.454
us1 0.140 -9.979 -9.623 -9.390 -9.215 -8.973 -8.771
us 2 1.190 -8.562  -8.483 -8.283 -8.121 -7.995 -8.008

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(1992007:1), UK 1 = (1975:3 - 1992:3),
UK 2 = (1992:4 - 2006:2), US 1 = (1975:3 - 198614% 2 = (1987:1 - 2007:1).

Both Trace and Maximal Eigenvalue test statisties raported in Table
5.16. As the tests included only a constant, theKitanon, Haug and Michelis
(1999) critical values for the Trace tests are 252D.26 and 17.98 and for the
Maximal Eigenvalue tests are 20.16, 15.89 and 18t38e 1, 5 and 10 percent

level of significance respectively.

Table 5.16 Johansen cointegration test

MSand RET

Country Trace M.E. Lag
Canada 27.48 20.48" 2
Canada 1 24.28 18.79 2
Canada 2 56.83 52.67" 1
France 19.80 16.24° 1
Germany 40.84 33.72" 1
Italy 21.62" 14.14 5
Japan 29.72 25.82" 2
UK 30.96" 27.59" 2
UK 1 27.48" 25.02" 1
UK 2 38.17" 31.58" 1
us 20.18 15.26 2
us1 15.32 11.24 1
us2 32.16 30.15" 1

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(1992007:1), UK 1 = (1975:3 - 1992:3),
UK 2 = (1992:4 - 2006:2), US 1 = (1975:3 - 19864%p 2 = (1987:1 - 2007:1). Trace is Trace
Test statistic and M.E. is Maximal Eigenvalue Taatistic.” ,”, * denotes significance at the 1,

5 and 10 percent levels respectively.
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The results show that bank stock returns and maugply were not
cointegrated in US 1. In the rest of the sampl@kbstock returns and money
supply have a long-run equilibrium relationshipg dhis is significant at the one
percent level in Canada, Canada 2, Japan, GerradhyJK 1 and 2 and US 2.

Bank stock returns and money supply are also agiated at the five
percent level of significance in France, and tercget significance in Canada 1,
Italy, and US. Where there are discrepancies betlee results, for example in
Italy, where the Trace Test statistic is significanthe one percent level and the
Maximal Eigenvalue is significant at the ten petctvel, the result of the
Maximal Eigenvalue dominates, following Johansed doselius (1990% As
US 1 was found not be cointegrated, then only tren@er causality test will be

performed on the two variables in this sample.

5.5.3 Results of the causality tests

The long-run and short-run conclusions of the VEGWbults are
summarised in Table 5.18. Details of the resukspaiovided in Appendix A5.3.
The results in Table 5.17 show that the error-atiwa terms are of the expected
sign, that is, negative. The magnitude of the ecmrection term for money
supply causing returns ranges from 0.6 percent (W4K3#9.7 percent (UK 1),
while causality running from returns to money syprnges from 0.1 percent
(UK 2) to 3.7 percent (Italy).

% This is also mentioned in Section 4.5.2
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Table 5.17 Error-correction terms

DV INDV  Country ECT t-stat Country ECT t-stat
RET MS Canada -0.05 [-1.943] Japan  -0.036 [-1.647]
MS RET 0.008 [ 2.888] -0.002 [-1.762]
RET MS Canadal  -0.485 [-4.435]" UK -0.006  [-1.951]
MS RET 0.014 [ 0.949] -0.001  [-4.755]
RET MS Canada2  -0.022 [-1.262] UK1  -0.497 [-5.007]
MS RET -0.012 [-8.365] 0.021  [1.616]
RET MS France -0.029 [-0.717] UK2  -0062 [-2.510]
MS RET 0.012 [ 4.260] -0.01 [-5.296]"
RET MS Germany  -0.009 [-6.173] us -0.052  [-1.647]
MS RET -0.015 [-1.643] 0.007  [3.150]
RET MS Italy -0.156 [-1.640] US2  -0011 [-0.351]
MS RET 0.037 [3.057] 0.007  [3.670]

Note: Canada 1 = (1976:3 - 1990:4), Canada 2 =1(1992007:1), UK 1 = (1975:3 - 1992:3),
UK 2 = (1992:4 - 2006:2), US 1 = (1975:3 - 198614% 2 = (1987:1 - 2007:1)., ™, " denote
significance at the 1, 5 and 10 percent levelsaetbgely. MS is money supply anBET s bank

returns.

Table 5.18 Results of causality tesMSand RET

Country LR Conclusion SR Conclusion
Canada MS- RET MS> RET
Canada 1 MS= RET

Canada 2 RET=MS

Japan MS- RET

Germany MS- RET

France RET=MS

Italy MS. RET MSs RET
UK MS. RET

UK 1 MS= RET REEMS
UK 2 MS- RET

us MS- RET

uUs 2 RET=MS

Note: LR = long run and SR = short rus, indicates unidirectional causality and indicates
bidirectional. Canada 1 = (1976:3 - 1990:4), Can2ada (1991:1 - 2007:1), UK 1 = (1975:3 -
1992:3), UK 2= (1992:4 - 2006:2), US 1 = (1975:B986:4), US 2 = (1987:1 - 2007:MISis
money supply an®ETis bank returns.

Overall, there exists at least one-way causalimfrmoney supply to
bank stock returns in the long run and in the shamt It was found that money
supply caused bank stock returns in UK 1 in theylam; however, in the short
run, returns caused money supply. In Canada lerahg run and Canada and
Italy in the short run, the evidence shows that eyosupply causes bank stock
returns only. In the case of Canada 2, France &@® Ut was found that bank

stock returns caused money supply instead. There mea causality found
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between money supply and bank stock returns wherGttanger causality test

was performed for US 1. The results are providefigpendix A5.3, Panel C.

5.6 Simultaneous equations estimation

The causality tests between bank stock returnsyamky supply in Section 5.5.3
confirm the hypothesis that there is a relationdhgtween the two variables.
Furthermore, there is evidence that there is bitlmeal causality between the
two variables. Thus, since it is hypothesised tratfit-making by banks and
movements from loans to money supply vis-a-vis ngoeadogeneity occur
simultaneously, panel data estimation is performBde model proposed in

Chapter 4 is repeated below:

R, = f[ESMS] (4.4)
MS, = f[BL, INF, RbRf, P} (4.5)
BL, = f|MS,Y,RIRd| (4.6)

whereP;; is bank stock price in countiat timet, BL is bank loansMSis money
supply, INF is inflation, Y is income, ES is bank earnings spread
= [RIXL—Rdx DEP], RDbRf is domestic-to-foreign interest rate differential
= Rb-Rf, and RIRd is net interest margin RI-Rd. All variables are in

logarithmic form excepRbRfandRIRd

Split samples for Canada, the US and the UK, gsewious sections (5.2
to 5.5), are not applied here, as the purpose efptmel data estimation is to
investigate whether there is a simultaneous relatigpp between loans, money

supply and bank stock returns.

Before the panel data are estimated, a number einpnary tests are
conducted. These are to ensure that the variabtestationary and subsequently
that there is causality, not merely correlationtwsen the predetermined and
endogenous variables. The tests include panel moat tests proposed by
Maddala and Wu (1999) and Choi (2001), panel cgnatigon following Pedroni
(1999, 2004) and vector error-correction modelnestion. Discussion of the
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tests and their results is provided in the nextises, beginning with panel unit

root tests.

5.6.1 Results of the panel unit root tests

Table 5.19 summarises the results of the MaddathVen (1999) and
Choi (2001) Fisher tests. All variables are in lathanic form except for
domestic-to-foreign interest rate differentidRbRj and interest rate margin
(RIRJ. For RbRf and RIRd these variables are the difference between two
percentages; thus there is no need to transforsethariables. The hypotheses
tested areHy: each series in the panel contains a unit roajnagH;: at least
one of the individual series in the panel is stany.

Table 5.19 Unit root test — Fisher Phillips-Perrortests

Fisher chi-square statistic Choi Z-datistic
Variables Level Difference Level Difference
P 5.496 405.587 2.858 -18.323%
(0.9776) (0) (0.9979) (0)
MS 17.835 186.885" 0.025 -11.515"
(0.2144) (0) (0.51) (0)
ES 8.628 292.975" 3.074 -14.863"
(0.8541) (0) (0.9989) (0)
BL 5.819 440.749" 1.688 -19.724"
(0.9708) (0) (0.9543) (0)
RbRf 39.455" -4.057"
(0.0003) (0)
INF 5.501 176.706" 1.332 -10.981"
(0.8712) (0) (0.9086) (0)
Y 6.119 345.168" 3.330 -16.714”
(0.9634) (0) (0.9996) (0)
RIRd 28.319 -1.830
(0.0129) (0.0336)

Note: Numbers in parentheses prealues.***, “denote significance at the 1 and 5 percent levels
respectively.P is bank stock pricesSis bank earnings spreafl is bank loansMS is money
supply,INF is inflation, RbRfis domestic-to-foreign interest rate differentRIRdis net interest

margin andyY is income.

The results indicate that, besidgbRfandRIRd the null hypothesis that
the series contains a unit root cannot be rejetdedll variables at the one
percent level of significance. For example, theh€&ischi-square statistic and
Choi Z-statistic were 17.84 and 0.025 respectively fomey supply, withp-
values of 0.21 and 0.51. Thevalues are above the 10 percent level of
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significance, indicating the null hypothesis canmhet rejected. The variables
(except forRbRfand RIRd are then tested for stationarity in first diffeces.
The results show that the null hypothesis thatsiges is non-stationary when
first differenced is rejected for the same variablEhis means that all variables
(besideRbRfandRIRQ are integrated of order onel¢t).

For RbRf both the Phillips-Perron Fisher tests based odddka and Wu
(1999) and Choi (2001) reject the null hypothebit the series contains a unit
root, thus making the variable stationary. The &isthi-square statistic of 28.32
and ChoiZ-statistic of -1.83 together with thevalue of less than 5 percent
indicate thatRIRdis stationary at level under both tests at theefegnt level of
significance. The results indicate thRbRf and RIRd are 1(0). Thus these

variables are left in level form.

As most of the variables are found to be integrafeatrder onel(1)), the
next step is to test these series to determinehghehey are cointegrated. The
panel cointegration test is based on Pedroni (12994) and the results are

reviewed in the next section.

5.6.2 Results of the panel cointegration tests

Four lags are chosen as the optimal number oflagths as the series are
quarterly data. The Pedroni (1997) panel cointegmnaest results are provided in
Table 5.20. The results for equation (4.4) show tiv@ null of no cointegration is
rejected for panel, panel ADF, group rho and group ADF. The panetatistic
was found to be 2.44, which is higher than thdaaitvalue of 1.64. Similarly,
the panel ADF, group rho and group ADF were foumdé¢ -5.58, -1.79 and -
7.19 respectively. As the Pedroni (1997) statistics one-sided tests and these
statistics are smaller than the critical value b64, the panel ADF and group
ADF statistics are found to be significant at time gpercent level of significance,

while the group rho was found to be significanthat ten percent level.
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Table 5.20 Panel cointegration results - Pedroni @B7) test

Panel A: Within-dimension

Eq4.4 Eq 4.5 Eq 4.6
Panel v-Statistic 2.44 4.4” 0.72
Panel rho-Statistic -1.34 -3.64 -3.03"
Panel PP-Statistic -1.11 -0.12 -0.59
Panel ADF-Statistic -5.58 -4.18" -4.94"

Panel B: Between-dimension

Eq4.4 Eq. 45 Eq4.6
Group rho-Statistic -1.79 -4.09” -3.31°
Group PP-Statistic -1.04 -0.29 -0.25
Group ADF-Statistic -7.18 -7.217 577"

Note: ", ",  denote significance at the 1, 5 and 10 percemtiderespectively. Pedroni (1997)
tests are one-sided tests with critical values.®4 Tor the panel v-statistic and -1.64 for alleyth

The equations are:

P, = f|ES, MS| (Eq. 4.4)
MS, = f[B+L, INF, RbRY, g} (Eg. 4.5)
BL, = f|MS,Y,RIRd| (Eq. 4.6)

For equation (4.5), the panebtatistics of 4.4 are above the critical value
of 1.64. Furthermore, the panel rho, panel ADFugroho and group ADF all
show a lower value than the critical value of -1.64hd these statistics are
significant at one percent level of significancehisT shows that there is
cointegration.

In addition, for equation (4.6), the panel rho, glaADF, group rho and
group ADF statistics are all lower than -1.64 aighificant at the one percent
level of significance. This suggests that the hyppothesis of no cointegration is
rejected based on these four statistics. As meatiaabove, due to power and
small sample size, the top three statistics in $seofiperformance are the group
ADF, panel ADF and panel rho. Thus, the resultsnfrinese tests are more
reliable. For all three equations, the resultscanmesistently significant for group
ADF and panel ADF.

As cointegration is present in the equations, teetor error-correction
model can be used to test for long-run and shoerteausality in the equations.

This is discussed in the next section.
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5.6.3 Results of the VECM tests
The Pedroni (1997) panel cointegration tests confirat the variables in
equations (4.4) to (4.6) are cointegrated. VECMstese then performed to test

for long-run and short-run causality, using equa(.16).

The resulting long-run coefficients as summarisedTable 5.21 are
obtained through the normalisation of the cointeggavectors. It should be
stressed that the VECM are individually run forea&guation and that it is not
run together as a system. This is because the gairpb this section is to
determine whether the predetermined variables lam@mndogenous variables that

are on the right hand side have a causal effett@dependent variable.

The evidence of cointegrating relations in TabBl5shows that there is a
positive relationship in equation (4.4) between mpisupply and bank stock
price, a major concern of this thesis. There isegative relationship between
bank stock price and money supply for equation)(8Bank loans and money
supply are found to have a positive relationship dquations (4.5) and (4.6),

suggesting the presence of a bidirectional relatignsimilar to earlier results.

Table 5.21 Cointegrating relations

Equations Cointegrating relation
P, = fl.ES, |\/|5J (4.4) 0.38MS-20.28

4.5) 8.38L-0.84P-95.62

MS, = f[B;L,INF,Rbe, E’}
BL, = f|MS,Y, RIRd] (4.6) 0.18VS9.06
Note: P is bank stock priceESis bank earnings spreadl is bank loansMS is money supply,

INF is inflation, RbRfis domestic-to-foreign interest rate differentRIRdis net interest margin

andY is income.

The VECM results provided in Table 5.22 (p. 135ygest whether the
endogenous and exogenous (predetermined) variablesa causal relationship.
All the error-correction terms have the correcteotpd sign, which is negative.
For example, under equation (4.4) the error coorderms are -0.0012 and -

0.0002, which indicate that money supply reactsataleviation from the
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equilibrium relationship by 0.12 percent, while kastock prices react to a

deviation from the equilibrium relationship by 0.p@rcent respectively.

For equation (4.4), the results show there is edaional causality
between money supply and returns in the long rumbtiin the short run. This is
consistent with the findings for most of the coiedrn Section 5.4.3. About 0.12
percent of disequilibrium is corrected by changereturns each quarter and 0.02
percent of disequilibrium is adjusted by changesmioney supply. Earnings
spread is found to have an effect on returns asctiedficient is found to be
significant at the five percent level from thstatistics in Table 5.22 (p. 135).

Thus, bank loans and bank stock returns jointlyewiund to cause
money supply, and money supply and bank stocknsttogether were found to
cause bank loans, according to the VECM resultsqufation (4.5). However,
bank loans and money supply were found not to leaveffect on bank stock
returns in the long run. In the short run, only mprsupply and bank stock
returns jointly cause bank loans, and this is fotmdbe significant at the one
percent level of significance. This result is adabfe as it is more important to
determine the causality from returns and bank Idansoney supply, as this is
the predetermined equation. In addition, it wasfbthat in the short run there is
bidirectional causality between bank loans and m@upply. This is consistent
with the results in Section 5.2.3 where money wasdl to be endogenous in
most countries. The exogenous variables, inflateord domestic-to-foreign
interest rate differential, were also found to lgmidicant at the one percent and

ten percent levels of significance respectively.
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Table 5.22 VECM causality test

SRC Conclusion
Endo ECT t-stat Exo t-stat Exo t-stat RET MS BL X ? test LR SR
Equation 3.7 AES
RET-MS -0.0012 [-2.553] 0 [-2.443] 1.656 MS = RET
MS-RET -0.0002 [-5.161] 0 [1.638] 1.876
Equation 3.8 A INF RbRf
MS-BL&RET -0.0002 [-8.411] 0.0809 [2.588] -0.0001 [-1.657] 0.505 0.028 4.707 BL&RET=MS
BL-MS&RET -0.0004 [-4.467T 0.0172 [0.202] 0.0005 [1.572] 0.365 23836 MS&RET=BL  MS&RET=BL
RET - MS & BL -0.0005 [-1.569] -0.1984 [-0.563] -0.0024 [-1.707] 0.089 0.266 5.557
MS — BL 4.647 BL=MS
MS- RET 0.059
BL-MS 23.012" MS= BL
BL - RET 0.87
RET-MS 1.99
RET-BL 3.733
Equation 3.9 Ay RIRd
BL-MS -0.0029 [-2.316] 0.2527 [1.913] 0.0002 [ 1.704] 0.585 22797 MS= BL MS= BL
MS-BL -0.0024 [-5.261] 0.0272 [0.572] -0.0006 [-2.930] 0.52 0.032 7.42

Note: Numbers in square brackets are t-statisfigs.,  denote significance at the 1, 5 and 10 percemtiderespectively, Endo and Exo are endogenousaogenous

variables respectively, ECT denotes error-corractéism; SRC is short-run coefficient; only signéit lags are summed under SRC. LR = long run and Skort run—

indicates unidirectional causality and indicates bidirectional causalityA denotes first differencéRETis bank return€:Sis bank earnings spredl. is bank loansMSis

money supplyINF is inflation, RbRfis domestic-to-foreign interest rate differentRIRdis net interest margin andiis income. The equations are:

R, = f[ES,MS]|

(4.4)

MS, = f[BL,INF,Rbe, P}

(4.5)

BL, = f[MS,Y,RIRd|

(4.6)
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There is bidirectional causality between bank loand money supply in the
VECM results of equation (4.6). The error-correatierms are both significant at the
one and five percent levels, and about 0.29 and Petcent of disequilibrium is
corrected by bank loans and money supply respégtieach quarter. The
bidirectional causality is supportive of earliesu#ts in Section 5.2.3. Bidirectional

causality was also found in the short run undemtiqn (4.6), as they” test statistic

of 22.79 for money supply causing loans and 7.42dans causing money supply
are significant at the one and ten percent levedpectively. Furthermore, income
and net interest margin are also found to be wesigiyificant as theé-statistic 1.93

and 1.74 in the table are both higher than thécalivalue of 1.64 for a ten percent

level of significance.

The results of these causality tests will be usetthé subsequent Generalised
Method of Moments (GMM) panel data estimation. iStafs relating to how the
model fits will be discussed in the next sectionhescausality tests are a preliminary
test to show that the predetermined independerhblas do cause, and are not just

correlating with, the independent variables.

5.6.4 Results of the GMM panel data estimation
Table 5.23 (p. 137) provides the summary of rexafithe GMM panel data

estimation as proposed by Arellano and Bond (199%o important statistics are

discussed first.

From the results, the Arellano and Bond (1991) tdsthe hypothesis that
there is no second-order serial correlation basedth® residuals of the first
differenced equation is not rejected. This suggéssé the GMM estimators are
consistent. Secondly, the Sargan (1958) test sitatisTable 5.23 is 0.0187 with@a
value of 1. The Sargan test is used to test forideetifying restrictions, that is, it
determines whether any correlation between instnisnand errors exists. For an
instrument to be valid, there should be no con@talbetween instruments and errors.
From the results, the null hypothesis cannot bectef, thus providing evidence of
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the validity of lagged levels datee? and earlier lags as instruments in the first-
difference equations.

Table 5.23 Results of GMM panel data estimation

Variables Coefficients t-statistic
Equation 4.4b a 0.0211 [3.853]
AES 0 [-2.415]
AMS 4.2923 [1.925]
Equation 4.5b a 0.003 [1.416]
ABL 0.9995 [3.923]
AINF 0.1468 [1.786]
RbRf -0.001 [-1.777]
R -0.119 [-1.813]*
Equation 4.6b a -0.0021 [-1.878]
AMS 1.154 [12.433]
AY 0.1791 [2.117]
RIRd 0.0007 [1.755]
AR(2) 0.0332 [1.596]
Sargan statistic
(p-value 0.0187 Q)

£33 EZ3

Note: Numbers in square brackets are t-statistich in parentheses are p-values, , denote

significance at the 1, 5 and 10 percent levels eetsgely. A denotes first difference and is a
constant for each equatioR.is bank stock return®8L is bank loansMS is money supplylINF is

inflation, Y is income.ES is bank earnings spreac{RstL_Rdx DEP|, RbRfis domestic-to-foreign

interest rate differential Rb-Rf andRIRdis net interest margin rI- rRd. AR(2) is the second-order

serial correlation term.

Most of the variables show the expected signs.el&##4 compares the signs
that were expected for each coefficient and thaaddaign obtained from the GMM
panel data estimation. Four signs were differeoinfithe expected sign: The bank
earnings spreadEQ in equation (4.4), the domestic-to-foreign ingtrerate
differential RbRj and returns ) in equation (4.5) and the net interest margin
(RIRQ in equation (4.6). These will be further discukbelow.
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Table 5.24 Expected and actual signs for variablea GMM estimation

Variables Expected sign Actual sign
Equation 4.4b

ES + -
MS + +
Equation 4.5b

BL + +
INF + +
RbRf + -
R + -
Equation 4.6b

MS + +
Y + +
RIRd - +

Note: R is bank stock return8L is bank loansiSis money supplyNF is inflation, Y is income ES

is bank earnings spread [RixL-RdxD], RbRfis domestic-to-foreign interest rate differential

=Rb- Rf , RIRdis net interest margin RI-Rd.

An increase in money supply growth by one percenitgiases growth of bank
stock returns by 4.29 percent. This positive retathip is similar to the one found in
the cointegrating equation in Section 5.5.4. Theults support Ratanapakorn and
Sharma (2007) and Abdullah and Hayworth (1993), wbond a relationship
between money supply (among other macroeconomiablas) and stock prices in
the US. In Japan, Mukherjee and Naka (1995) obdaisienilar findings. One
explanation for the positive result could be thasa in money supply could enhance
stock prices via the liquidity effect, that is, tihégher liquidity in the economy
reduces the interest rate and, consequently, rateek prices. Another explanation
is that the central bank may reduce interest ratedimulate the economy. This in
turn increases demand for loans, which subsequeatbes money supply. If the
bank is seen as a business entity and loans apgdbect being sold, then increases
in loans would lead to a rise in profits and ultiedg stock prices according to cash-

flow effects as in the dividend valuation theory.
Another reason could be that as demand for loatrea@ases and is satisfied

through any means necessary, be it the central bankher sources, money supply
increases. Berger and Bouwman (2008) found a pesitorrelation between
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liquidity creation by banks and their market valoencluding that banks that create
more liquidity are valued more by investors. Ligtydcreation in this sense is the
ability to transform illiquid assets such as busg&ans into liquid liabilities — for
example, transaction deposits. However, Berger Bogwman (2008) calculate a
bank’s value using market-to-book ratio and priaeaggs ratio rather than the stock
prices. Following from this, the creation of loatws deposits (and in turn money
supply), which creates liquidity in the banks, #ued more by investors.

In addition, even though it is significant at aefigercent level of significance,

bank earnings spread was found to have a negligitdet.

A one-percentage increase in bank loan growth @&sg® money supply
growth 0.99 percent. This confirms the earlier fingd in Section 5.2.3 that loans
cause money supply, thus supporting the post-Kegnetheory of endogenous
money. Inflation and money supply are found to hav@ositive relationship. From
Table 5.23, a one-percentage change in inflatimwtyr leads to a rise in money
supply growth by 0.1468 percent; this is significat the ten percent level of
significance as thestatistic is higher than the critical value of 4..8\n increase in
inflation means that real interest rates are rediutteough the Fisher Effect

i, =i—m° wherei,, i and 77° are real interest rates, nominal interest rate$ an

expected inflation respectively. With the real et rates reduced, it is likely that
this leads to a rise in loans needed to fund imvests. According to the post-

Keynesians, the increase in loans would in turneiase money supply.

The domestic-to-foreign interest rate differentials found from Table 5.24
to have a negative relationship rather than a ipesibne. An increase in the
domestic-to-foreign interest rate differential dmses money supply growth by
0.001, which is negligible. A natural explanatiam this is that as the domestic rate
increases more than the foreign rate, thus inargasie differential, there is capital
flow out of the country as it is now cheaper toaitfunding internationally. This is
the opposite of the currency effect, which suggésés short-term money foreign
cash will flow into the country to earn its high#gposit rates. This means that the
grwoth of domestic loans will decrease, which imtwill decrease money supply

growth. This is contrary to Foster (1992), who fdumnpositive relationship between
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money supply and the domestic-to-foreign interesé differential. Foster (1992)
argued that a rise in the domestic interest rateldvimcrease domestic deposits. This
will increase money supply not only because depawie more attractive but also
because banks may make matching switches fromgiom@irrency-denominated to

domestic-currency-denominated marketable finaragakts.

An increase in the growth of bank stock returnspulgh bank stock prices,
reduces money supply growth by 0.12 percent. Fraablel 5.24, this was not
expected, as increases in bank stock prices woulitate that the economy is in
strong growth, which may relate back to increasdthtion. This means that any
increases in inflation or expected inflation maygmase the real interest rate. The
reduced real interest rate leads to more affordiaviestments funded through loans,

which in turn increases money supply. Hence, atipesielationship is expected.

An explanation for the negative relationship cob&drelated to the changes
in interest rates prompted by the central banksrebses in bank stock returns
growth reflecting strong economic growth in the mivty may lead to rises in
inflation. In order to slow the economy, centrahks may increase interest rates to
negate the rising inflation. The rise in interemties leads to increases in loan rates,

leading to reduced money supply growth.

The results also confirm the bidirectional relasbip between bank stock
returns and money supply found previously in Sectdb.3. They also support the
results by Rogalski and Vinso (1977) and Hashenizade Taylor (1988) that there
exists bidirectional causality between money supig stock returns, even though
these two studies concentrated on general stodkemcind not on the bank stock

index.

In Table 5.24, for equation (4.6b), money supply drank loans have a
positive relationship. This is consistent with tbag-run cointegrating relationship
discussed in Section 5.6.3. An increase in mon@plguraises bank loans by 115
percent, from the results in Table 5.23. Followorgfrom the positive relationship
between bank loans and money supply results intiegugt.6b), this result confirms

the existence of a feedback effect as found ini@eé&t2.3.
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A one percent increase in income growth leadsriseain bank loan growth
by 0.179 percent. The positive relationship is exp& because, given income
increases, individuals will have more money to flagir loans or other liabilities.
From Table 5.24, net interest margin was expeabeldaive a negative relationship
with bank loans as increases in loan rates highan deposit rates increase net
interest margin. With higher loan rates, loans wonbt be affordable, so that the
amount of loans would decrease. However, this vedghe case. The results show
that an increase in net interest margin increaaak an growth by 0.0007 percent.
Although the amount is small, the positive relasioip suggests that even with loan
rate increases, banks were still lending money. bagompetition from sub-prime
mortgage lenders was pushing banks to lend withoytconcern to ration credit to
high-risk borrowers.

5.6.5 Results of the GMM panel data estimation: Sensgytianalysis

In order to check the robustness of the results, twvore GMM panel data
tests were carried out. The first included threentnes — Japan, the UK and the US
(called Group A) — and the second consisted of @anBrance, Germany and lItaly
(termed Group B). The first three countries wereuged together as they all had a
developed banking sector, such that it had goodeyomarket depth and few
barriers to entry.

Due to smaller sample sizes, the results in Talil® Show that some of the
variables have become insignificant — for exampieney supply no longer has an
effect on bank stock returns in Group A. Furthermarone of the variables has an
effect on money supply in Group A. However, it skiobe stressed that despite the
insignificance of variables, none of the signs loé oefficients was contrary to

theory. The signs were found to be the same agrthaeous results in Table 5.24.

Two important tests, the second-order serial cati@i test and the Sargan test,
are reported in Table 5.25. For both groups, it voasd that there is no second-
order serial correlation based on the residualheffirst differenced equation. This
indicates that there is no correlation betweenrimsénts and errors, hence making

the instruments used in the equations valid asreefo
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Table 5.25 Results of GMM estimation: Sensitivity aalysis

Group A: US, UK, Japan  Group B: EUR & CAN

Variables Coefficients  t-statistics  Coefficients statistics
Equation 4.4b @ 0.0226 [2.457] 0.0123 [1.485]
AES 0 [-0.746] 0 [-1.901]
AMS 6.8843 [1.25] 3.1821 [1.761]
Equation 4.5b @ 0.0052 [0.45] 0.005 [2.548]
ABL 1.1172 [1.15] 0.8946 [2.936]
AINF 0.0734 [0.246] 0.1697 [1.634]
RbRf -0.0013 [-0.612] -0.0005 [-0.919]
R -0.2617 [-0.571] -0.0469 [-1.495]
Equation 4.6b @ -0.0012 [-0.874] -0.0059 [-3.603]
AMS 1.3549 [13.607] 0.7667 [9.025]
AY 0.2387 [2.137] 0.1401 [1.591]
RIRd 0.0005 [1.009] 0.0006 [1.307]
AR(2) 0.0492 [1.276] 0.0043 [0.207]
Sargan statistic
(p-valug 0.0554 (0.999) 0.0433 (0.999)
Note: Numbers in square brackets dustatistics and in parentheses are p-valﬁ*es.** ,* denote

significance at the 1, 5 and 10 percent levels eethely. A denotes first difference an@ is a
constant for each equatioR.is bank stock return®8L is bank loansMS is money supplylINF is

inflation, Y is income,ES is bank earnings spreadrfxL -RdxDEP|, RbRfis domestic-to-foreign
interest rate differential gp- rf , andRIRdis net interest margin RrI- Rd. AR(2) is the second-order

serial correlation term.

5.7 Chapter Summary

In this chapter, we sought to answer the five neteauestions. First, whether

money supply was exogenous or endogenous in the@nitries. Second, evidence
for three views of the post-Keynesian theory of agehous money was sought,
followed by an investigation of whether these resdiffer in the long run and the

short run. Next, using trivariate VAR causalitytegsarlier inferences as to whether
money was exogenous or endogenous were validatdéteirpresence of a third

variable, deposits. Fourth, whether there was dityidgetween money supply and

bank stock returns. Finally, using panel data, nwestigated whether a simultaneous
relationship exists such that loans create depasitae form of money supply as

suggested by post-Keynesian theorists, at the samehat loans and deposits affect

shareholder value.
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A number of econometric tests were performed: pHPerron unit root tests,
Johansen cointegration tests, vector error-cooeatiodelling and Granger (VAR)

causality tests were employed to answer questipAsahd 4.

It was found that money supply is endogenous introogntries except UK 1
and US 1. In terms of which PK theory view was supgd, the structuralist view
was mainly supported for Canada 1 and 2, Francan&wey, Japan, UK 2, US and
US 2, as there was bidirectional causality betwleank loans and monetary base
and/or bank loans and money multiplier and/or mosagply and income. The
liquidity preference view was supported by thesantoes (except Canada 2 and
Germany) as there was bidirectional causality betweank loans and money supply.
Canada and UK were found to support the accomnumuati view, with Italy
supporting both the monetarist and the accommauaiativiews, while UK 1 and US

1 support the monetarist view.

The results also indicate that there is a diffeeebetween long-term and
short-term causality. Where there is support farcstiralist or liquidity preference in
the long run, in the short run the evidence formdaCanada 1 and US 2 supports the
accommodationist view, while France and Germanyeappgo conduct monetary
policy in accordance with the monetarist view. Mokthe short-run results indicate
support for either the monetarist or the accommodat view, with the exception of
France, which supported the structuralist view ffank loans and money multiplier).
These results suggest that even though money @gendus in the long run in some
of these countries, central banks still intervemehie short run. For Question 4, it
was found that with the exception of US 1, thera islationship between bank stock

returns and money supply.

Trivariate VAR causality tests proposed by Toda #achamoto (1995) were
then used to answer Question 3. The results arestdb the inclusion of deposits for
all samples except Canada 2 and Italy, while dépegre found to be important in
US and US 2.

The final question was answered using the partel @aneralised Method of

Moments proposed by Arellano and Bond (1991). Pamet root tests, panel
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cointegration tests and VECM causality were perfrfirstly to determine whether
the characteristics of the variables entering thstst were satisfactory and also
whether the predetermined variables should be edhftbom the equations. The panel
data GMM results show that there iga@asitive relationship between money supply
growth and growth in bank stock returns but a nagatelationship from the growth
in bank stock returns to money supply grawthwas also found that there is a
bidirectional positive relationship between banlkriogrowth and money supply
growth, which supports earlier results in this dkapas well as the post-Keynesian

theory of endogenous money.
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Chapter 6 : Conclusion, Limitations and Further
Research

6.1 Summary of the main findings of the thesis

Monetary economists have long debated the natutfeeainoney supply. Mainstream
Keynesians and monetarists insist that the moneyplgus exogenous in that the
central bank controls money supply, which in turfie@s interest rates and

subsequently output. Post-Keynesians, on the dilaed, argue that the money
supply is in fact endogenous and is created thrahghbehaviour of commercial

banks and the public’s demand for loans. In sudegathe central bank’s role is
only to determine the level of interest rates aadls will adjust their loan portfolios

based on this rate, or help change the liquidityfiohs. Under this scenario,

provision of liquidity and portfolio rebalancing bainks will lead to a money supply
effect on bank stock returns, which is a littlee@sched topic in finance and banking.

Here, changes in loans will affect deposits ans ithiturn will affect money supply.

The aim of this thesis centres around two mainess(a) whether the money
supply is determined by banking behaviour or byldbbaviour of the central banks
and (b) the impact of the money supply on bankksteturns. The first issue was
investigated through a series of econometric tesestablish (1) whether the money
supply was exogenous or endogenous, (2) which of three views
(accommodationist, structuralist or liquidity prefiace) is supported, and whether
this support differs between the long run and thertsrun, and (3) whether earlier
inferences were valid in the presence of a thimdabée, deposits, used in this thesis.
The second issue was tested by investigating whetieee was causality between
the money supply and bank stock returns, and whdtiexe was a simultaneous
relationship such that loans create deposits, m fttrm of money supply as
suggested by post-Keynesian theorists, at the samehat loans and deposits affect
shareholder value. A simultaneous model was deeeldp test the simultaneous

relationship.
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Before determining whether the money supply wagjerous or endogenous,
Phillips-Perron unit root tests were conducted teok for the stationarity of
variables. If the variables were found tolf, the Johansen cointegration tests were
performed to determine whether there is a stalsig-tan relationship between bank
lending and monetary base, bank loans and broacgynmultiplier, bank loans and
broad money supply, and broad money supply andmecd/ector error-correction
modelling and Granger (VAR) causality tests werg@layed to test for long-run and
short-run causality respectively once cointegratwas determined. Table 6.1

summarises the findings in this thesis.

Table 6.1 Summary of findings

Country H1: Money H2, 3 & 4: Monetarist, H6: Deposits H7: Money Monetary

supply Accommodationist, appropriate?  supply and  Policy
endogenous?  Structuralist or Liquidity bank stock
Preference? returns?
LR SR
Canada 1 Yes ST, LP AC, MO No Yes MT
Canada 2 Yes ST, AC INC No* Yes INF
Canada Yes AC AC, MO No Yes MT/INF
France Yes ST, LP MO, ST No Yes MT/INF
Germany Yes ST, AC MO, AC No Yes MT/INF
Italy Yes AC, MO MO No* Yes MT
Japan Yes ST, LP AC No Yes MT/INF
UK 1 No MO MO No Yes MT
UK 2 Yes ST, LP INC No Yes INF
UK Yes AC AC, MO No Yes MT/INF
usi No MO MO No No MT
us 2 Yes ST, LP AC Yes Yes INT
usS Yes ST, LP MO Yes Yes MT/INT

Note: AC is Accommodationist, ST is StructuralisE is Liquidity Preference, MO is Monetarist
view and INC indicates the results are inconclusNe* indicates that the results were not robust to
the inclusion of deposits. MT is Monetary targetilgF is Inflation targeting and INT is Interestea

targeting.

The findings show that money supply is endogenousadst countries except
for the two periods coinciding with monetary targgtcontrol regimes in UK 1 and

US 1. The samples were split because of the changeonetary regimes — for
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example, monetary policy was monetary aggregatgetiag for UK 1, while under
UK 2 monetary policy was inflation targeting. UK UUS 1 and Canada 1 had
monetary targeting. The results for UK 1 and USufipert Hypothesis 1.1 where
money is found to be exogenous, while the evidemcthe other countries supportes
Hypothesis 1.2. The results for UK 1 and US 1 waasistent with the monetary
policy in place, that is, targeting monetary aggteg; however, Canada 1 was found
to be endogenous. This is similar to Italy, whengéting monetary aggregates was
the monetary policy before the advent of the eta. the countries where money
was found to be endogenous, there was mixed ewdascto which of the three

views (accommodationist, structuralist or liquidiseference) was supported.

Very important results followed. Mainly the strulist view was supported
for Canada 1 and 2, France, Germany, Japan, UK2aktd US 2, as there was
bidirectional causality between bank loans and rteogebase and/or bank loans and
money multiplier and/or money supply and incomee Tiquidity preference view
was supported for these countries (except CanaatedZ5ermany, which supported
the accommodationist view) as there was bidireefi@ausality between bank loans
and money supply. Canada and UK were found to stighe accommodationist
view, with Italy supporting both the monetarist aactommodationist views; while

UK 1 and US 1 supported the monetarist view.

The results also indicate that there is a diffeedmetween long-run and short-
run causality. Where there is support for strudisirar liquidity preference in the
long run, Japan, Canada 1, and US 2 show suppaittdcaccommodationist view in
the short run, while France and Germany appearotaliect monetary policy in
accordance with the monetarist view in the shont Most of the short-run results
indicate support for either the monetarist viewtlog accommodationist view, with
the exception of bank loans and money multiplier Hrance, where there is
bidirectional causality evidencing support for theucturalist view. These results
suggest that even though money is endogenous iottge run in some of these

countries, the central banks still intervene inghert run.

An interesting pattern that has emerged is thatcthntries with inflation

targeting as their monetary policy, Canada 2 and2JKad an inconclusive result in
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the short run. The countries with monetary aggeedatgeting as their monetary
policy (Canada 1, Italy, UK 1 and US 1) had resglgsistent with a monetarist
view in the short run, while those with a mixed ratary policy regime over the
years — for example, France, Germany and Japarsce-h&d mixed endogenous
(mostly accomodationist) views supported by theilltesn the short run. In the long
run, countries with a pure monetary targeting regithat is, UK 1, Italy and US 1,
still had the monetarist view. Canada 1 was thesgtian to this pattern. With the

mixed monetary policy regimes, the money endoggmegiws were more evident.

Because post-Keynesians assert that bank loang cmposit and in turn
these cause money supply, a trivariate VAR cays#&dist proposed by Toda and
Yamamoto (1995) was used to determine whether tgusas still valid between
loans and money supply even with the presence mbdd deposits. The results are
robust to the inclusion of deposits for all sampesept Canada 2 and Italy, while
deposits were found to be important in US and USrie interesting fact is that the
only country that had deposits found to be impdrtso had interest rate targeting
as its monetary policy. This supports Hypothesisu§gesting that the results are

robust with the inclusion of deposits.

After all the tests for money endogeneity were genied, it was of interest to
test whether there was a relationship between meuapply and bank stock returns,
which is the second important issue in this theBisonometric tests involving
VECM and Granger causality tests, similar to thosed in examining the nature of
money supply, were performed between bank stoakmretand money supply. The
results indicate that, with the exception of USHere was a relationship between
money supply and bank stock returns. This findingp®rts Hypothesis 7 in that
money supply causes bank stock returns or/and B&odk returns cause money

supply. These results were retested for robusimedshe results are the same.

A simultaneous equation model was developed in @napfor the purposes
of testing further the relationship between bawklstreturns and money supply. This
model was tested using the panel data Generalisetthdd of Moments (GMM)
methodology proposed by Arellano and Bond (199BfoBe: the panel data GMM

was estimated, a number of econometric tests wanducted to test whether the

148



characteristics of the variables entering the tegtiee satisfactory and also whether
the predetermined variables should be omitted ftioenequations. As the data were
panel data, which included a time-series comporgarigl unit root tests based on
Fisher (1932) tests were used to examine whetleerséhies were stationary. The
Maddala and Wu (1999) Fisher chi-square test aral Zistatistics were adopted for
this purpose. All the variables besides the inteiae variables, domestic-to-foreign
interest rate RbRj and net interest margirR[Rd were found to be integrated of
order onel(1)).

Since the variables were found to Iif), panel cointegration tests could be
performed on the equations. Based on the Pedr@®8i9(12004) panel cointegration
test, the equations were found to be cointegratéel.then tested for long-run and
short-run causality using vector error-correctiomdals and found that money
supply causes bank stock returns in the long rims finding corroborates related
findings on money endogeneity — although, as teelte were found in the long run,
this result could be driven by some other relatigmsThere is bidirectional causality
between bank loans and money supply even with tlesepce of exogenous

(predetermined) variables.

The results of the panel data GMM test show tlegret is a positive
relationship between money supply growth and growtbank stock returns and a
negative relationship from growth in bank stockures to money supply growth. It
was also found that there is a bidirectional pesitielationship between bank loan
growth and money supply growth, which supportsieanresults in Section 5.2.3.
This is consonant with the post-Keynesian theorgrafogenous money. As there is
a simultaneous relationship (or effect) found bemveank stock returns and money

supply, and money supply and bank loans, this figdiupports Hypothesis 8.

Overall, this thesis has presented evidence orethgonship between money
supply and bank stock returns by using aggregaiepanel dat& respectively, and

40 Aggregate data includes data that involves th&ibgrindustry in each country, whereas panel data
includes combined time series data from 1973 to7 20 stacked cross-section data from the seven

countries.
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while taking the post-Keynesian theory of endogesnmoney into account in the
model. This was the main aim of the thesis as seinocChapter 1.

6.2 Limitations of the thesis

The thesis has some limitations. First, the dataduare sourced from
DataStream Even though the macroeconomic variables werekgtewith thelMF
IFS database, there may be some inconsistencies,igfpémr the bank price index
taken fromDataStream Ince and Porter (2006) found inconsistencies betwthe
DataStreandata and that of the Center for Research in Sgdarices (CRSP). They
found issues of coverage, classification and datagrity for theDataStreamdata;
for example, they noted several issues with calimgéaotal returns using the return
variables provided byDataStreamin that there could be survivorship bias and
coverage issues. However, as no bank price indethéseven countries is available

elsewhere, this study had to rely upon Br#aStreandatabase.

Second, bivariate causality tests have been usedost cases. Besides the
omitted variable bias, channels of causality mayioelen when only two variables
are used. However, the causality between bank laadsmoney supply was tested
using the trivariate test. Other tests, such asithieroot and cointegration tests, were
also conducted prior to the causality tests. Thegetests are known to have low
power and size properties in small samples (CheunagLai, 1993). This limitation
is more applicable in the case of France, whereetlage only 46 observations.
Therefore, care must be taken when interpretingehelts for France.

The GMM panel data model may contain variables #matomitted. This is
the third limitation of this study. Omitted varialsl may be a source of threat to
statistical validity. However, the predeterminediables have been used in previous
studies, for example, Foster (1992), and are détiraem monetary economic theory.

Finally, the thesis concentrates on the bankingoseas the post-Keynesian
theory of endogenous money is focused on the ianioney supply is created by
the operations of the commercial banks and thei@Qu@ne limitation that is

immediately recognisable is that the findings a$ thhesis may not be generalised to
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other industries in the economy. However, evendghahe thesis concentrates on the
banking sector of the G-7 countries, there is scmpgeneralise the findings to

banking sectors in other countries with a well-deped financial system.

6.3 Implications and future research directions
6.3.1 Implications

The findings of this study provide several impottanplications. Firstly, our
findings in general support Howells and Husseid'898) results — namely, that the
money supply in our tests of G-7 countries is erdogs, as theorised by the PK
economists. This is because we found bank loasause money supply, and found
that bidirectional causality exists between bar&nkand money supply. Contrary
results, where money is exogenous, were found onhgspect of two sub-sample
tests in the UK and the US during which monetargragates were used as targets
for the conduct of monetary policy. This impliesathcurrent monetary policy
adopted by the G-7 countries allows for the creatibmoney supply, even though it
is not directly controlled by the central banks.

Second, for the countries where money was fouraetendogenous, mainly
the structuralist and liquidity preference viewsrevesupported. This implies that
monetary policy is not only important in determigitine nature of money supply, but
also that it may be seen as an informative toalsisessing the financial system. With
the findings supporting the structuralist view, iaference may be made that banks
are involved in liability management to meet credémands, as suggested by
Rochon (1999) amongst others.

Third, as indicated by the robust results of theatrate VAR tests, bank
deposits are found to be a significant variablalirsamples except those of Canada
(1991:1 to 2007:1) and Iltaly. Deposits were fouadoé important in the US. An
interesting fact is that interest rate targetinghis main monetary policy regime in
the US, and this is different from the other G-umtbies. This suggests that demand

deposits are an important factor in the US comptodlde other countries.

Fourth, our findings using the GMM panel data eation method show that

there is a positive relationship from money supgigwth to growth in bank stock
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returns. However, the relationship from growth iank stock returns to money
supply growth is negative. This may be explained deyptral bank interest-rate
changes aimed at negating inflation, leading toise rin interest rates and
subsequently to reduced money supply. It was alsnd, in this context, that there is
a bidirectional positive relationship between bdo&n growth and money supply
growth, which supports the PK theory of endogenmey. Thus, the results
suggest that bank credit creation is the sourdbetffect of money supply on bank

stock returns.

Finally, an important implication of the overalhélings of this thesis points
towards the key functioning of a banking systermi&aare not only transmitters of
monetary policy but are also important in the depeient of the growth of money
through loan creation to the money supply and so&k price formation.

6.3.2 Future research directions

This thesis concentrated on three European cosnffieance, Germany and
Italy) as part of the G-7 countries. However, doighte change to the euro system in
these three countries, the data for these courdgridsn 1998. A natural extension to
this thesis would be to investigate the nature ohay supply in these three countries
before and after the advent of the euro. This wehlolv whether there were changes

in money supply following monetary integration i99B.

This thesis only tested endogenous money on thés lEsvector error-
correction models and Granger causality tests.ef§$092) and Holtemoller (2003)
have developed a model of broad money supply basethe UK and German
systems respectively. Another avenue of researchldvbe to test the nature of
money supply (exogenous or endogenous) by applyiregof these two models to

different countries.
As the thesis focuses on the G-7 countries, onaugvef research is to utilise

the methodology of this thesis, especially the Gahel data, to study developing

nations or even emerging economies.
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Appendix A5.1: VECM Test Results

Panel A: Cointegrating equations

DV INDV Beta t-stat Intercept Trend t-stat
Canada BL MB 12.066  [3.357] -33.139 -0.153  [-3.695]
MS Y -2.177  [-18.59] 16.24
Canada 1 BL MB -1.393  [-6.115] -1.419 -0.006 [-2.047]
BL MS -0.834  [-6.659] 4.975 -0.008 [-2.704]
MS Y -11.595 [-4.626] 139.433 0.071 [3.567]
Canada 2 BL MB 2282  [-2.757T 0.142
BL MS 3.45 [ 2.655] -47.422
MS Y 2.114 [ 4.468] -39.315 -0.03  [-7.69§]
France BL MB 1.688 [ 5.236] -26.291 -0.002 [-0.675]
BL MM -0.851  [-10.86] -11.952
BL MS 2125  [-9.544] 5.393
MS Y -1.35 [-6.887] 12.239
Germany BL MB 2.322 [ 4.136] -15.561 -0.048 [-6.405]
BL MM -1.592  [-7.654] 6.733 -0.011  [-11.63]
BL MS -4.71 [-5.578] 50.961 0.062 [4.235]
Italy BL MB -0.587  [-9.406] -3.259 -0.013  [-10.17]
BL MM 1.285 [ 5.038] -15.404 -0.028 [-14.64]
BL MS -1.114  [-44.30] 7.438 -0.001 [-0.992]
MS Y -8.985  [-2.756] -11.882 0.061 [2.817]
Japan BL MB 2.234 [5.571] -14.633
BL MM -1.195  [-2.135] 0.059 -0.018 [-1.897]
BL MS -1.408  [-12.31T 10.491 0.013  [6.834]
MS Y 12.321  [1.869] -20.846 0.002  [0.048]
UK BL MM -1.773  [-3.643] 9.696
BL MS -8.954  [-4.029] -8.842
MS Y -2.27 [-2.356] 15.706
UK 2 BL MB 0511  [-6.917] -3.657 -0.016  [-20.73]
BL MM 0.679 [ 5.296] -11.169 -0.027 [-23.19]
BL MS -1.046  [-23.45] 7.34
MS Y -2.353  [-9.234] 19.444
us BL MM -0.763  [-8.788] -5.251 -0.019 [-57.66]
BL MS -0.997  [-18.16] -0.188 -0.003 [-3.978]
us1 BL MS -3.358  [-4.582] 15.506 0.051  [3.087]
Us?2 BL MM 28.319 [3.157] -86.664
BL MS -1.183  [-66.02] 1.179
MS Y -1.835  [-16.55] 20.63

Note: Numbers in square brackets are t-statisfics. ,  denote significance at 1, 5 and 10 percent
levels respectivelyDV andINDV are dependent and independent variables resplgctivenada 1 =
(1976:3 - 1990:4), Canada 2 = (1991:1 - 2007:1),1K(1975:3 - 1992:4), UK 2 = (1993:1 - 2006:2),
US 1 = (1975:3 - 1986:4), US 2 = (1987:1 - 20078L).denotes bank loan®)B is monetary base,

MM is money multiplierMSis money supply andis income.
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Panel B: VECM (Short-run and long-run causality)

LR SRC SR
2 Lag
DV INDV ECT t-stat Conclusion DV INDV X~ test  conclusion
Canada
BL MB  -0.003 [-0.448] 0.07 1
MB  BL -0.012 [-4.198] BL=MB 1.416 1
MS Y -0.027 [-4.473] MS< Y 0.569 2
Y MS  -0.009 [-2.254] 1.614 2
Canada 1
BL MB  -0.15 [-4.214]" MB - BL 1.276 1
MB BL -0.136 [-4.783] 1.667 1
BL MS  -0.191 [-3.268] BL~ MS 0.842 1
MS BL -0.134 [-4.783] 2.13 1
MS Y -0.033 [-4.038] MSe< Y 0.881 2
\ MS  0.013 [1.977] 0.54 0.235 4.815 MS =Y 2
Canada 2
BL MB  -0.029 [-3.146] MB - BL 0.203 1
MB BL -0.015 [-3.326] 0.859 1
BL MS  0.003 [1.010] 0.259 1
MS BL -0.003 [- 8.50]" BL=MS 0.207 1
MS Y 0.079 [2.636] MS< Y 2.638 2
\ MS  -0.056 [-4.044] 0.16 0.492 8.308 MS=Y 2
France
BL MB  0.081 [ 2.846] BL -~ MB -0.101 10.99% MB= BL 3
MB  BL -0.446 [-3.021T 0.468 1.369 5.167 3
BL MM  -0.069 [-3.16] BL = MM 0.1 13.796° BL o MM 3
MM  BL -0.318 [-2.441] 0.505 -1.77  6.704 3
BL MS -0.11 [-5.45]" BL~ MS 0.337 6.73% MS= BL 1
MS BL -0.068 [-3.255] 0.376 0.04 1
MS Y -0.087 [-3.356] MSe< Y 0.324 0.053 1
Y MS  -0.035 [-3.315] 0.35 0.003 1
Germany
BL MB  0.029 [2.576] MB = BL 1.309 1
MB  BL -0.202 [-3.146] -0.226  0.771 6.283 BL=MB 1
BL MM  -0.147 [-2.951T BL = MM 0.104 4.441 MM = BL 1
MM  BL -0.422 [-3.809] -0.191 0.137 1
BL MS  -0.016 [-1.499] 0.474 2
MS BL -0.25 [-4.142]" BL=MS 1.221 43256 BL=MS 2
Ital
BL MB  -0.262 [-4.600]" MB = BL 0.782 -0.822 14552  MB=BL 5
MB BL -0.062 [-0.556] 0.68 7.392 5
BL MM  -0.113 [-4.398] MM = BL 0.411 0.666 17.452 MM —BL 5
MM  BL -0.067 [-0.857] 0.341 8.662 5
BL MS  -0.051 [-0.190] 5.442 5
MS BL -0.774 [-2.612]° BL=MS 0.646 -0.879 7.115 5
MS Y -0.025 [-3.561] Y = MS -0.475  -0.764 7.081 5
Y MS  -0.006 [-2.330] -0.366  -0.089 8.605 5
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Panel B: VECM (Short-run and long-run causality) continued

LR SRC SR

DV INDV ECT t-stat Conclusion DV INDV Xz test  cConclusion Lags
Japan

BL MB -0.006 [-7.641] BL -~ MB 0.252 1
MB BL -0.003 [-1.743] 0.835

BL MM  -0.012 [-7.567] MM = BL 0.277 1
MM BL -0.001 [-0.163] 0.981 1
BL MS -0.066 [-5.447]" BL- MS | -0.145 1.097 2
MS BL -0.014 [-3.293]" 0.018 0.605 10.163 BL=MS 2
MS \4 -0.001 [-5.118]" Y=MS 0.48 0.123 5.555 MSe Y 2
N MS  0.002 [ 0.404] 0.196 7.9%46 2
UK

BL MM  -0.017 [-5.818]" BL = MM 0.23

MM BL -0.008 [-2.779]" 0.198 1
BL MS  -0.002 [-0.684] 0.961 5.843 MS= BL 2
MS BL -0.004 [-6.607]" BL = MS 0.095 2
MS Y -0.005 [-4.130]" MSe Y 0.642 2
Y MS -0.002 [-1.955] 1.133 2
UK 2

BL MB -0.215 [-3.652] BL -~ MB 1.137 1
MB BL -0.358 [-2.467] 0.358 1
BL MM  -0.138 [-3.692]" BL = MM 1.241 1
MM BL -0.306 [-2.452] 0.118 1
BL MS -0.095 [-4.619]" MS < BL 0.253  2.408 1
MS BL -0.095 [-3.967] 0.346 1
MS Y -0.024 [-4.587] Y = MS 0.041 1
Y MS -0.065 [-3.333] 0.347 1.643 1
us

BL MM  -0.069 [-3.747] BL = MM 1.835 5
MM BL 0.121 [ 2.145] 8.375 5
BL MS  -0.071 [-2.336] BL- MS |0.17 9.901 MS= BL 5
MS BL 0.086 [ 3.147T 2.011 5
usi1

BL MS -0.099 [-5.017] MS=BL -0.262  -0.415 0.765 1
MS BL -0.07 [-1.131] 0.338 1.689 1
us?2

BL MM  -0.001 [-6.9217" BL = MM 1.176 1
MM BL 0.001 [ 2.431] 0.538  4.647 BL= MM 1
BL MS -0.17 [-5.825]" BL~ MS 0.14 1
MS BL -0.123 [-6.919] 0.252 2.532 1
MS \4 -0.033 [-4.824]" Y=MS 0.27 -0.379 8.208 Y=MS 2
Y MS  -0.005 [-0.951] -0.307 1.09 2

Note: Numbers in square brackets are t-statistics. , = denote significance at the 1, 5 and 10
percent levels respectively, DV and INDV are demicand independent variables respectively, ECT
denotes error-correction term; SRC is short-rurffaent; only significant lags are summed under
SRC. LR = long run and SR = short rus, indicates unidirectional causality and indicates
bidirectional. Canada 1 = (1976:3 - 1990:4), Carada(1991:1 - 2007:1), UK 1 = (1975:3 - 1992:4),
UK 2=(1993:1 - 2006:2), US 1 = (1975:3 - 198614% 2 = (1987:1 - 2007:1BL denotes bank loans,

MB is monetary bas@&IM is money multiplierMSis money supply and is income.
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Panel C: Granger Causality results

DV INDV F test Probability Lags Granger DV INDV Est Probability Lags Granger
UK Germany
BL MB 1.824 (0.177) 1 MS Y 2.809 (0.246) 2
MB BL 6.777 (0.009) 1 BL=MB Y MS 72.172 0) 2 MS =Y
UK1 us
BL MB 0.088 (0.766) 1 BL MB 8.869 (0.114) 5
MB BL 0.132 (0.717) 1 MB BL 4.753 (0.447) 5
BL MM 0.498 (0.481) 1 MS Y 7.418 (0.025) 2 Y= MS
MM BL 0.027 (0.87) 1 Y MS 1.651 (0.438) 2
BL MS 2.72 (0.099) 1 MS=BL
MS BL 0.18 (0.672) 1
MS Y 1.051 (0.305) 1
Y MS 0.273 (0.602) 1
Canada US1
BL MM 7.092 (0.008) 1 MM=BL |BL MB 0.643 (0.423) 1
MM BL 0.442 (0.506) 1 MB BL 0.009 (0.923) 1
BL MS 1.343 (0.511) 2 BL MM 0.191 (0.662) 1
MS BL 6.7 (0.035) 2 BL=MS | MM BL 0.049 (0.825) 1
MS Y 1.34 (0.247) 1
Y MS 1.518 (0.218) 1
Canada 1 us?2
BL MM 0.007 (0.935) 1 BL MB 0.952 (0.329)
MM BL 8.391 (0.004) 1 BL=MM | MB BL 2.31 (0.129)
Canada 2
BL MM 0.155 (0.694) 1
MM BL 0.411 (0.521) 1

Note: DV andINDV are dependent and independent variable respacti@anada 1 = (1976:3 - 1990:4), Canada 2 = (1992007:1), UK 1 = (1975:3 - 1992:4), UK2=
(1993:1 - 2006:2), US 1 = (1975:3 - 1986:4), US @1887:1 - 2007:1)— indicates unidirectional causality ang indicates bidirectionaBL denotes bank loan¥B is

monetary baseyIM is money multiplierMSis money supply and is income.
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Appendix A5.2: Trivariate VAR

DV INDV MWald  Causality MWald Causality MWald Causality
Canada Canada 1 Canada 2
BL DEP 5.68 DEP—= BL 2.26 0.31
(0.059) (0.689) (0.579)
BL MS 6.76 MS= BL 14.87 MS= BL 3.42 MS=BL
(0.034) (0.005) (0.064)
BL DEP & MS 12.55 DEP&MS= BL 17.81 DEP&MS= BL 6.06 DEP&MS=BL
(0.014) (0.023) (0.048)
DEP BL 4.57 2.64 0.04
(0.102) (0.619) (0.84)
DEP MS 2.39 254 MS= DEP 1.23
(0.303) 0) (0.268)
DEP BL & MS 8.67 BL&MS—= DEP 28.98 BL&MS= DEP 4.9 BL&MS= DEP
(0.07) 0) (0.086)
MS BL 11.99 BL=MS 4.03 1.13
(0.003) (0.403) (0.287)
MS DEP 13.74 DEP= MS 3.48 1.44
(0.001) (0.482) (0.23)
MS BL & DEP 15.16 BL&DEP = MS 17.23 BL&DEP= MS 1.77
(0.004) (0.028) (0.412)
France Germany
BL DEP 5.98 DEP=BL 1.62
(0.05) (0.655)
BL MS 2.15 1.65
(0.342) (0.648)
BL DEP & MS 13.4 DEP&MS= BL 7.23
(0.01) (0.3)
DEP BL 6.88 BL— DEP 0.9
(0.032) (0.826)
DEP MS 4.55 6.44 MS= DEP
(0.103) (0.092)
DEP BL & MS 7.56 10.16
(0.109) (0.118)
MS BL 5.98 BL=MS 12.85 BL=MS
(0.05) (0.005)
MS DEP 3.31 49.48 DEP=MS
(0.191) 0)
MS BL & DEP 7.67 101.3 BL&DEP= MS
(0.105) (0)
Italy Japan
BL DEP 9.74 24.08 DEP—= BL
(0.136) 0)
BL MS 4.14 14.17 MS= BL
(0.658) (0.003)
BL DEP & MS 14.34 35.07 DEP&MS—= BL
(0.279) 0)
DEP BL 8.84 7.81 BL— DEP
(0.183) (0.05)
DEP MS 7.86 5.18
(0.248) (0.159)
DEP BL & MS 13.42 11.26 BL&MS— DEP
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(0.339) (0.081)

MS BL 4.56 9.9 BL=MS
(0.601) (0.02)

MS DEP 15.88  DEP=MS 1.75
(0.014) (0.625)

MS BL&DEP 2432 BL&DEP=MS 1254 BL&DEP—MS
(0.018) (0.051)
UK UK 1 UK 2

BL DEP 0.53 0.6 1.44
(0.769) (0.742) (0.487)

BL MS 11.95 MS=BL 5.26 MS= BL 2.29
(0.003) (0.072) (0.318)

BL DEP&MS 1534 DEP&MS=BL  10.08 DEP&MS= BL 3.15
(0.004) (0.039) (0.534)

DEP  BL 0.69 0.2 5.96 BL=DEP
(0.708) (0.907) (0.051)

DEP  MS 9.88 MS= DEP 4.19 5.97 MS= DEP
(0.007) (0.123) (0.051)

DEP  BL&MS 10.13 BL&MS—DEP 574 11.36 BL&MS= DEP
(0.038) (0.22) (0.023)

MS BL 5.06 BL=MS 9.98 BL=MS 571 BL=MS
(0.08) (0.007) (0.058)

MS DEP 5.15 DEP= MS 10.01 DEP=MS 3.51
(0.076) (0.007) (0.173)

MS BL&DEP  6.44 11.11 BL&DEP=MS 11.61 BL&DEP=MS
(0.169) (0.025) (0.021)
us us1 us 2

BL DEP 4.7 DEP— BL 2.16 3.23
(0.095) (0.34) (0.199)

BL MS 0.21 13.22 MS= BL 7.85 MS=BL
(0.899) (0.001) (0.02)

BL DEP&MS  8.13 DEP&MS=BL  15.34 DEP&MS= BL 9.2 DEP&MS=BL
(0.087) (0.004) (0.056)

DEP  BL 1851 BL=DEP 0.17 13.39 BL=DEP
) (0.92) (0.001)

DEP  MS 1213  MS=DEP 1.38 6.64 MS= DEP
(0.002) (0.502) (0.036)

DEP  BL&MS 2479  BL&MS—DEP 14 26.62 BL&MS= DEP
0) (0.844) ()

MS BL 8.59 BL=MS 0.02 2753 BL=MS
(0.014) (0.991) ()

MS DEP 6.29 DEP=MS 0.54 4.76 DEP=MS
(0.043) (0.763) (0.093)

MS BL&DEP 2607 BL&DEP=MS 057 32.86 BL&DEP=MS
(0) (0.966) ()

Note: Numbers in parentheses are probability.andINDV are dependent and independent variables

respectively. Number of lag lengthg @nd order of integratiord) is 1 and 1 respectively in all cases

except Canada 1, Japan and Germany wke2eandd=1 and Italy wheré&=5 andd=1. Canada 1 =
(1976:3 - 1990:4), Canada 2 = (1991:1 - 2007:1),14#(1975:3 - 1992:4), UK 2= (1993:1 - 2006:2),
US 1 = (1975:3 - 1986:4), US; indicates unidirectional causalitBL denotes bank loanBEP is

deposits and1Sis money supply.
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Appendix A5.3: Money Supply and Bank Stock Returns

Panel A: Cointegrating equations

Country Beta t-stat Trend t-stat Intercept
Canada -1.803  [-9.196] 17.708
Canadal  -0.324  [-1.095] -0.014-2.129] -0.616
Canada?2  -3.823 [-11.5§] 42.876
France -4.944  [-4.873] 28
Germany  -1.136  [-1.674] 12.188
Italy -0.71 [-3.862] 2.585
Japan -5.492  [-5.247] 0.031 [1.833] 62.579
UK 1.06 [ 1.410] -30.196
UK 1 1.111 [ 1.567] -0.066 [-2.646] -16.882
UK 2 -2.192  [-5.448] 19.897
us -2.105  [-15.50] 11.508
[-5.2
us 2 -1.795 12]” 7.992
Note: Numbers in square brackets are t-statistics. , = denote significance at the 1, 5 and 10

percent levels respectively. Canada 1 = (1976:9904), Canada 2 = (1991:1 - 2007:1), UK 1 =
(1975:3 - 1992:4), UK 2= (1993:1 - 2006:2), US21847:1 - 2007:1).
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Panel B: VECM (Short-run and long-run causality)

LR SR
DV INDV ECT t-stat Conclusion INDV X test  Conclusion
Canada

RET MS -0.05 [-1.943] MS- RET -0.591  17.656 MS=RET
MS RET 0.008 [2.888] 2.829

Canada 1

RET MS  -0.485 [-4.435] MS=RET 2.297

MS RET 0.014  [0.949] 0.034

Canada 2

RET MS  -0.022 [-1.262] 0.12

MS RET -0.012 [-8.365] RET=MS 0.469

France

RET MS -0.029 [-0.717] 0.383

MS RET 0.012 [4.260] RET=MS 2.251

Germany

RET MS  -0.009 [6.173]7 MS- RET 1.951

MS RET -0.015 [-1.643] 0

Italy

RET MS  -0.156 [-1.640] MS- RET -0.611  13.491 MS=RET
MS RET 0.037  [3.057] 3.847

Japan

RET MS  -0.036 [-1.642] MS- RET 0.249

MS RET -0.002 [-1.762] 3.752

UK

RET MS  -0.006 [-1.951] MS- RET 4,582

MS RET -0.001 [-4.755] 0.507

UK 1

RET MS  -0.497 [5.007] MS=RET 0.152

MS RET 0.021 [1.616] 2.535 6.85 RET=MS
UK 2

RET MS  -0.062 [-2.510] MS- RET 1.761

MS RET -0.01 [-5.296] 2.585

us

RET MS  -0.052 [-1.642] MS- RET 2.344

MS RET 0.007  [3.150] 0.881

us?2

RET MS -0.011 [-0.351] 2.272

MS RET 0.007 [3.670] RET=MS 0.464

Note: Numbers in square brackets are t-statistics. , = denote significance at the 1, 5 and 10
percent levels respectively, DV and INDV are demicind independent variables respectively, ECT
denotes error-correction term; SRC is short-rurffmaent; only significant lags are summed under
SRC. LR = long run and SR = short rus, indicates unidirectional causality and indicates
bidirectional causality. Canada 1 = (1976:3 - 1890Canada 2 = (1991:1 - 2007:1), UK 1 = (1975:3 -
1992:4), UK 2= (1993:1 - 2006:2), US 2 = (1987:2007:1).MS is money supply anRET s bank

returns.
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Panel C: Granger causality

Country DV INDV F-test Probability
us1i RET MS 1.573 (0.22)
MS RET 0.92 (0.338)

Note: DV andINDV are dependent and independent variables resplgctiy® 1 = (1975:3 - 1986:4).

MSis money supply anBETis bank returns.
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Appendix B1: DataStream Data Sources

Variable Name Code Source
Canada
CN BANKING INSTS.: DEMAND DEPS,
DEP OTHER RESD. SECTS. IN CNTY. CURN CNQ24...A IFS (IMF)
BL CN DOMESTIC CREDIT CURN CNQ32..A IFS (IMF)
MS CN MONEY SUPPLY M3 CURA CNMs3....B CANSIM - Statistics @ada
INF CN CPI NADJ CNQ64...F IFS (IMF)
Rb CN TREASURY BILL RATE CNQe60C.. IFS (IMF)
P CANADA-DS Banks - PRICE INDEX BANKSCN DataStream
Rf US TREASURY BILL RATE USQe60C.. IFS (IMF)
RI CN LENDING RATE (PRIME RATE) CNQ60P.. IFS (IMF)
Rd CN DEPOSIT RATE CNQ60L.. IFS (IMF)
Y CN GDP (REAL) (AR) CONA CNOCFGDPD OECD MEIls
France
DEP DEMAND DEPOSITS 13224...ZF... IFS (IMF)
BL DOMESTIC CREDIT 13232...ZF... IFS (IMF)
FR MONEY SUPPLY - M3 (DEF. 1991)
MS CURA FROMAO013B OECD MEls
INF FR CPI NADJ FRQG64...F IFS (IMF)
Rb FR TREASURY BILL RATE FRQG60C.. IFS (IMF)
P FRANCE-DS Banks - PRICE INDEX BANKSFR DataStream
Rf US TREASURY BILL RATE USQe60cC.. IFS (IMF)
RI FR LENDING RATE (PRIME RATE) FRQG60P.. IFS (IMF)
Rd FR DEPOSIT RATE FRQG60OL.. IFS (IMF)
Y FR GDP (REAL) (AR) CONA FROCFGDPD... OECD MEIls
Germany
DEP DEMAND DEPOSITS OF OTH RESID 13424...ZF... IFS (IMF)
BL DOMESTIC CREDIT 13432...ZF... IFS (IMF)
BD MONEY SUPPLY - M3
MS (CONTINUOUS SERIES) CURA BDM3C...B Deutsche Bundesbank
INF BD CPI NADJ BDQ64...F IFS (IMF)
Rb BD TREASURY BILL RATE BDQ60C.. IFS (IMF)
P GERMANY-DS Banks - PRICE INDEX BANKSBD DataStream
Rf US TREASURY BILL RATE USQe60C.. IFS (IMF)
RI BD LENDING RATE (PRIME RATE) BDQ60P.. IFS (IMF)
Rd BD DEPOSIT RATE BDQ6O0L.. IFS (IMF)
Y BD GDP (REAL)(EO76)(DISC.) CONA BDO9FGDPD OECD MEIls
Italy
DEP DEMAND DEPOSITS 13624...ZF... IFS (IMF)
BL DOMESTIC CREDIT 13632...ZF... IFS (IMF)
MS M2(NATIONAL DEFINITION) 13659MB.ZF... IFS (IMF)
INF IT CPI NADJ ITQ64...F IFS (IMF)
Rb IT TREASURY BILL RATE ITQ60C.. IFS (IMF)
P ITALY-DS Banks - PRICE INDEX BANKSIT DataStream
Rf US TREASURY BILL RATE USQe60cC.. IFS (IMF)
RI IT LENDING RATE (PRIME RATE) ITQ60P.. IFS (IMF)
Rd IT DEPOSIT RATE ITQ60L.. IFS (IMF)
Y IT GDP (REAL) (AR) CONA ITOCFGDPD OECD MEls
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Variable Name Code Source
Japan
JP BANKING INSTS.: DEMAND DEPS,
DEP OTHER RESD. SECTS. IN CNTY. CURN  JPQ24..A IFS (IMF)
BL JP DOMESTIC CREDIT CURN JPQ32..A IFS (IMF)
JP MONEY SUPPLY: M3 PLUS CD (EP)
MS CURN JPM3CDF.A Bank of Japan
INF JP CPI NADJ JPQ64...F IFS (IMF)
JP NIKKEI BOND INDEX YIELD - NIHON KEIZAI SHIMBUN,
Rb SHORT-TERM (EP) NADJ JPNKBNDSF INC, JAPAN
P JAPAN-DS Banks - PRICE INDEX BANKSJP DataStream
Rf US TREASURY BILL RATE USQe60C.. IFS (IMF)
RI JP LENDING RATE (PRIME RATE) JPQG6OP.. IFS (IMF)
Rd JP DEPOSIT RATE JPQ6OL.. IFS (IMF)
Y JP GDP (REAL) (AR) CONA JPOCFGDPD OECD MEls
United Kingdom
UK DEMAND, TIME, SAVINGS &
FOREIGN CURRENCY DEPOSITS
DEP CURN UKQ25L..A IFS (IMF)
BL UK DOMESTIC CREDIT CURN UKQ32..A IFS (IMF)
UK MONEY SUPPLY M4 (END
MS QUARTER LEVEL) CURA UKM4Q...B Bank of England
INF UK CPI NADJ UKQ64...F IFS (IMF)
Rb UK TREASURY BILL RATE UKQ60C.. IFS (IMF)
P UK-DS Banks - PRICE INDEX BANKSUK DataStream
Rf US TREASURY BILL RATE USQe60cC.. IFS (IMF)
RI UK LENDING RATE (PRIME RATE) UKQG60P.. IFS (IMF)
Rd UK DEPOSIT RATE UKQG60L.. IFS (IMF)
Y UK GDP (REAL) (AR) CONA UKOCFGDPD OECD MEls
United States
US BANKING INSTS.: DEMAND DEPS,
DEP OTHER RESD. SECTS. IN CNTY. CURN  USQ24..A IFS (IMF)
BL US DOMESTIC CREDIT CURN USQ32..A IFS (IMF)
MS US MONEY M2 CURA USQ59MBCB IFS (IMF)
INF US CPI NADJ UsSQ64...F IFS (IMF)
Rb US TREASURY BILL RATE USQe60C.. IFS (IMF)
P NASDAQ BANKS - PRICE INDEX NASBANK NASDAQ Stock Maet
Rf UK TREASURY BILL RATE UKQ60C.. IFS (IMF)
RI US LENDING RATE (PRIME RATE) USQG60P.. IFS (IMF)
Rd U.S DEPOSIT RATE USQ60L.. IFS (IMF)
Y US GDP (REAL) (AR) CONA USOCFGDPD OECD MEls

Note: IFS (IMF) is International Financial Statisti(International Monetary Fund), OECD EO is

OECD Economic Outlook, and OECD MEI is OECD MairmBomic Indicators.
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